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Abstract
We combine concepts from multilevel solvers for partial differential equations (PDEs)

with neural network based deep learning and propose a new methodology for the efficient
numerical solution of high-dimensional parametric PDEs. An in-depth theoretical analysis
shows that the proposed architecture is able to approximate multigrid V-cycles to arbitrary
precision with the number of weights only depending logarithmically on the resolution of
the finest mesh. As a consequence, approximation bounds for the solution of parametric
PDEs by neural networks that are independent on the (stochastic) parameter dimension
can be derived.

The performance of the proposed method is illustrated on high-dimensional parametric
linear elliptic PDEs that are common benchmark problems in uncertainty quantification.
We find substantial improvements over state-of-the-art deep learning-based solvers. As
particularly challenging examples, random conductivity with high-dimensional non-affine
Gaussian fields in 100 parameter dimensions and a random cookie problem are examined.
Due to the multilevel structure of our method, the amount of training samples can be
reduced on finer levels, hence significantly lowering the generation time for training data
and the training time of our method.
Keywords: deep learning, partial differential equations, parametric PDE, multilevel,
expressivity, CNN, uncertainty quantification

1. Introduction

The application of deep learning (DL) to many problems of the natural sciences has become
one of the most promising emerging research areas, sometimes coined scientific machine
learning (Baldi, 2018; Sadowski and Baldi, 2018; Keith et al., 2021; Noé et al., 2020; Lu
et al., 2021). In this work, we focus on the challenging problem of parametric partial
differential equations (PDEs) that are used to describe complex physical systems e.g. in
engineering applications and the natural sciences. The parameters determine the data or

©2023 Cosmas Heiß, Ingo Gühring and Martin Eigel.

License: CC-BY 4.0, see https://creativecommons.org/licenses/by/4.0/. Attribution requirements are provided
at http://jmlr.org/papers/v24/23-0421.html.

https://creativecommons.org/licenses/by/4.0/
http://jmlr.org/papers/v24/23-0421.html


Heiß, Gühring and Eigel

domain and are used to introduce uncertainties into the model, e.g. based on assumed
or measured statistical properties. The resulting high-dimensional problems are analyzed
and solved numerically in the research area of uncertainty quantification (UQ) (Lord et al.,
2014). Such parametric models are of importance in automated design, weather forecasting,
risk simulations, and the material sciences, to name but a few.

To make the problem setting concrete, for a possibly countably infinite parameter space
Γ ⊆ RN and a spatial domain D ⊆ Rd, d ∈ {1, 2, 3}, we are concerned with learning the
solution map u : Γ ×D → R of the parametric stationary diffusion PDE that satisfies the
following equation for all parameters y ∈ Γ{

−divx κ(y, x)∇xu(y, x) = f(x) on D,
u(y, x) = 0 on ∂D,

(1)

where κ : Γ × D → R is the parameterized diffusion coefficient describing the diffusivity,
i.e. the media properties. Note that differential operators act with respect to the physical
variable x.

As a straight-forward but computationally ineffective solution, Equation (1) could be
solved numerically for each y ∈ Γ individually, using e.g. the finite element (FE) method and
a Monte Carlo approach to estimate statistical quantities of interest. More refined methods
such as stochastic Galerkin (Eigel et al., 2014, 2020), stochastic collocation (Babuska et al.,
2007; Nobile et al., 2008; Ernst et al., 2018) or least squares methods (Chkifa et al., 2015;
Eigel et al., 2019a; Cohen and Migliorati, 2023) exploit smoothness and low-dimensionality
of the solution manifold {u(y) : y ∈ Γ} by projection or interpolation of a finite set of
discrete solutions {uh(yn)}Nn=1. After the numerical solution of Equation (1) at sample
points yn and the evaluation of the projection or interpolation scheme, solutions for arbit-
rary y ∈ Γ can quickly be obtained approximately simply by evaluating the constructed
functional “surrogate”. However, while compression techniques such as low-rank approxim-
ations or reduced basis methods foster the exploitation of low-dimensional structures, these
approaches still become practically infeasible for large parameter dimensions rather quickly.
Multilevel approaches represent another concept that can be applied beneficially for this
problem class as was e.g. shown with multilevel stochastic collocation (MLSC) (Teckentrup
et al., 2015) and multilevel quadrature (Harbrecht et al., 2016; Ballani et al., 2016). The
central idea is to equilibrate the error components of the physical and the statistical approx-
imations. This can be achieved by performing a frequency decomposition of the solution in
the physical domain based on a hierarchy of nested FE spaces determined by appropriate
spatial discretizations. An initial approximation on the coarsest level is successively refined
by additive corrections on finer levels. Corrections generally contain strongly decreasing
information for finer levels, which can be exploited in terms of a level dependent fineness of
the stochastic discretization.

For the numerical solution of (usually non-parametric) PDEs, a plethora of NN archi-
tectures has been devised (see e.g., Beck et al., 2023; Berner et al., 2020a; Raissi et al., 2019;
Sirignano and Spiliopoulos, 2018; E et al., 2017; Ramabathiran and Ramachandran, 2021;
Kharazmi et al., 2019; Yu et al., 2018; Han et al., 2017; Li et al., 2021b). Similar to classical
methods, DL-based solvers for parametric PDEs typically learn the mapping y 7→ uh(y) in
a supervised way from computed (or observed) samples {uh(yn)}Nn=1 (see e.g., Geist et al.,
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2021; Hesthaven and Ubbiali, 2018; Anandkumar et al., 2020). This results in a compu-
tationally expensive data generation process, consisting of approximately computing the
solutions at yn and subsequently training the NN on this data. After training, only a cheap
forward pass is necessary for the approximate solution of (1) at arbitrary y. We note that
in contrast to many classical machine learning problems, a data set can be generated on
the fly and in principle with arbitrary precision.

Complementing numerical results, significant progress has been made to understand
the approximation power, also called expressivity, of NNs for representing solutions of
PDEs (Kutyniok et al., 2022; Schwab and Zech, 2019; Berner et al., 2020b; Mishra and
Molinaro, 2022; Grohs et al., 2018; Gühring et al., 2020; Gühring and Raslan, 2021). These
works show that NNs are at least as expressive as “classical” best-in-class methods like
the ones mentioned before. However, numerical results do often not reflect this theoretical
advantage (Adcock and Dexter, 2021). Instead, the convergence of the error typically stag-
nates early during training and the accuracy of classical approaches is not reached (Geist
et al., 2021; Kharazmi et al., 2019; Lu et al., 2021; Grossmann et al., 2023).

We propose a DL-based NN approach that overcomes the performance shortcomings
of other NN architectures for parametric PDEs by borrowing concepts from MLSC and
multigrid algorithms. Coarse approximation and successive corrections on finer levels are
learned in a supervised way by sub-networks and combined for the final prediction. Analog-
ously to multilevel Monte Carlo (MLMC) and MLSC methods, we show that the fineness
of sampling the stochastic parameter space (in terms of the amount of training data per
level) can be (reciprocally) equilibrated with the fineness of the spatial discretization. The
developed architecture consists of a composition of UNets (Ronneberger et al., 2015), which
inherently are closely related to multiresolution approaches.

In the following, we summarize our main contributions.

• Theory: We conduct an extensive analysis of the expressivity of UNet-like convolu-
tional NNs (CNNs) for the solution of parametric PDEs. Our results show that under
the uniform ellipticity assumption, the number of required parameters is independent
on the parameter dimension with increasing accuracy. In detail, we show that com-
mon multilevel CNN architectures are able to approximate a V-cycle multigrid solver
iteration with Richardson smoother (Richardson and Glazebrook, 1911) with less than
log(1/h) weights up to arbitrary accuracy, where h is the mesh size of the underlying
FE space (Theorem 6). Using this result, we approximate the solution map of (1) up
to expected H1-norm error h by an NN with log(1/h)2 weights.

• Numerical Results: We conduct an in-depth numerical study of our method and, more
generally, UNet-based approaches on common benchmark problems for parametric
PDEs in UQ. Strikingly, the tested methods show significant improvements over the
state-of-the-art NN architectures for solving parametric PDEs. To reduce computing
complexity during training data generation and training the NN, we shift the bulk
of the training data to coarser levels, which allows our method to be scaled to finer
grids, ultimatively resulting in higher accuracy.
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1.1 Related Work

Schwab and Zech (2019); Grohs and Herrmann (2022) derived expressivity results for ap-
proximating the solution of parametric PDEs based on a sparse generalized polynomial
chaos representation of the solution known from UQ (Schwab and Gittelson, 2011; Cohen
and DeVore, 2015) and a central result for approximating polynomials by NNs (Yarotsky,
2017). Kutyniok et al. (2022) translated a reduced basis method into an NN architecture.
None of these results show bounds that are independent on the (stochastic) parameter di-
mension. In contrast, translated to our setting (and simplified), Kutyniok et al. (2022)
show an asymptotic upper bound of h−2 log(h−1)p + p log(h−1)3p weights. Numerical ex-
periments are either not provided or do not support the positive theoretical results (Geist
et al., 2021). For general overview of expressivity results for NNs, we refer the interested
reader to (Gühring et al., 2022).

Related to our method and instructive for its derivation is the MLSC method presented
in (Teckentrup et al., 2015) and also (Harbrecht et al., 2016; Ballani et al., 2016). Another
related work is (Lye et al., 2021), where a training process with multilevel structure is
presented. Under certain assumptions on the achieved accuracy of the optimization, an
error analysis is carried out that could in part also be transferred to our architecture.

The connection between differential operators and convolutional layers is well known (see
Chen et al., 2022) and CNNs have already been applied to approximate parametric PDEs for
problems like predicting the airflow around a given geometry in the works (Bhatnagar et al.,
2019; Guo et al., 2016). In (Zhu and Zabaras, 2018) Bayesian CNNs were used to assess
uncertainty in processes governed by stochastic PDEs. (Ummenhofer et al., 2020) extend the
concept to continuous convolutions in mesh-free Lagrangian approaches for solving problems
in fluid dynamics. The concept of a multilevel decomposition has also been applied to CNNs
to approximate solutions of PDEs or in (Gao et al., 2018) for general generative modeling,
or based on hierarchical matrix representations in (Fan et al., 2019a,b).

Such hierarchical matrix representations have even been extended to graph CNNs as
multipole kernels to allow for a mesh-free approximation of the solutions to parametric
PDEs (Li et al., 2020). This approach is similar to our method. However, the mathematical
connection to classical multigrid algorithms is not explored. The kernels are based on fast
multipole modeling without a direct link to the FE method.

He and Xu (2019) present a multilevel approach called MgNet, where various parts of
a classical multigrid solver are replaced by NNs resulting in a UNet-like NN and use it for
image classification. Meta-MgNet (Chen et al., 2022) is a meta-learning approach using
MgNet to predict solutions for parametric PDEs and is most closely related to our method.
The predicted solution is successively refined and stochastic parameters are incorporated by
computing encodings of the parametric discretized operator on each level using additional
smaller NNs. The output of these meta-networks then influences the smoothing operation
in the MgNet architecture. However, in contrast to our method, Meta-MgNet still depends
on the assembled operator matrix. Furthermore, while using an iterative approach yields
more accurate approximations, the speedup promised by a single application of a CNN is
mitigated and the authors report runtimes on the same order of magnitude as classical
solvers. Lastly, the authors test their method on problems with uniform diffusivity using
two or three degrees of freedom instead of a continuous diffusivity field. Our approach
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differs from the Meta-MgNet in the following ways: (i) We show that a general UNet is
already able to approximate parametric differential operators without the need for a meta-
network approach; (ii) we improve on the training procedure by incorporating a multilevel
optimization scheme; (iii) we provide a theoretical complexity analysis; (iv) we provide
experiments showing high accuracies with a single application of our method for a variety
of random parameter fields.

1.2 Outline

In the first section we introduce the parametric Darcy model problem and its FE discret-
ization. In Section 3, we give a brief introduction to multigrid methods. In Section 4,
we describe our DL-based solution approach. Section 5 is concerned with the theoretical
analysis of the expressivity of the presented architecture. Section 6 contains our numerical
study on several parametric PDE problems. We discuss and summarize our findings in
Section 7. Implementation details and our proofs can be found in the appendix.

2. Problem Setting

A standard model problem in UQ is the stationary linear diffusion equation (1) where
the diffusion coefficient κ : Γ → L∞(D) is a random field with finite variance determined
by a possibly high-dimensional random parameter y ∈ Γ ⊆ RN, hence also parametrizing
the solution. The parameters are images of random vectors distributed according to some
product measure π = ⊗k≥1π1, where π1 usually either is the uniform (denoted by U) or
the standard normal measure (denoted by N) on Γ1 ⊆ R. For each parameter realization
y ∈ Γ, the variational formulation of the problem is given by: For a bounded Lipschitz
domain D ⊆ Rd and source term f ∈ V ∗ = H−1(D), find u ∈ V := H1

0 (D) such that for all
test functions w ∈ V , ∫

D
κ(y, x)∇u(x) · ∇w(x) dx =

∫
D
f(x)w(x) dx. (2)

We assume that the above equation always exhibits a unique solution. In fact, this holds
true with high probability even for the case of unbounded (lognormal) coefficients, where
uniform ellipticity of the bilinear form is not given. This yields the solution operator v,
mapping a parameter realization y ∈ Γ to its corresponding solution v(y):

v : Γ→ V, y 7→ v(y).

In this work, we strive to develop an efficient and accurate NN approximation ṽ : Γ → V ,
which minimizes the expected H1-distance∫

Γ
‖∇(v(y)− ṽ(y))‖2L2(D) dπ(y).

With the assumed boundedness (with high probability) of the coefficient κ, this is equivalent
to optimizing with respect to the canonical parameter-dependent norm.

We recall the truncated Karhunen-Loève expansion (KLE) (Knio and Le Maitre, 2006;
Lord et al., 2014) with stochastic parameter dimension p, which is a common parametric
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representation of random fields. It is given by

κ(y, x) = a0(x) +
p∑

k=1
ykak(x). (3)

Here, the p ∈ N basis functions ak ∈ L2(D), 1 ≤ k ≤ p are determined by assumed
statistical properties of the field κ. When Gaussian random fields are considered, they are
completely characterized by their first two moments and the ak are the eigenfunctions of
the covariance integral operator while the parameter vector y is the image of a standard
normal random vector. To become computationally feasible, a sufficient decay of the norms
of these functions is required for the truncation to be reasonable. Note that in the numerical
experiments, we use a well-known “artificial” KLE.

2.1 Discretization

To solve the infinite dimensional variational formulation (2) numerically, a finite dimensional
subspace has to be defined in which an approximation of the solution is computed. As is
common with PDEs, we use the FE method, which is based on a disjoint decomposition
of the computational domain D into simplices (also called elements or cells). Setting the
domain D = [0, 1]2, we assume a subdivision into congruent triangles such that D is exactly
represented by a uniform square mesh with identical connectivity at every node (see also
Remark 11). The discrete space Vh is then spanned by conforming P1 FE hat functions
ϕj : R2 → R, i.e., Vh = span{ϕj}dimVh

j=1 ⊆ V (see e.g., Braess, 2007; Ciarlet, 2002). We write
uh, wh ∈ Vh for the discretized versions of u,w ∈ V of Equation (2) with FE coefficient
vectors u,w ∈ RdimVh and denote by κh the nodal interpolation of κ such that κh(y, ·) ∈ Vh
with coefficient vector κy ∈ RdimVh for every y ∈ Γ. Hence,

uh =
dimVh∑
i=1

uiϕi, wh =
dimVh∑
i=1

wiϕi, κh(y, ·) =
dimVh∑
i=1

(κy)iϕi.

The discretized version of the parametric Darcy problem (2) reads:

Problem 2.1 (Parametric Darcy problem, discretized) For y ∈ Γ, find uh ∈ Vh
such that for all wh ∈ Vh

ay,h(uh, vh) = f(wh),

where ay,h(uh, vh) :=
∫
D κh(y, x)∇uh(x) · ∇wh(x) dx. Using the FE coefficient vectors leads

to the system of linear equations
Ayu = f , (4)

where f := (f(ϕi))dimVh
i=1 = (

∫
D f(x)ϕi(x) dx)dimVh

i=1 and Ay := (ay,h(ϕj , ϕi))dimVh
i,j=1 .

We assume that there always exists a unique solution to this problem and define the
discretized parameter to solution operator by

vh : Γ→ Vh, y 7→ vh(y), (5)

where vh(y) solves Problem 2.1 for any y ∈ Γ. Furthermore, vh : Γ → RdimVh maps y to
the FE coefficient vector of vh(y).
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Remark 1 We neglect the influence of the approximation of the diffusivity field κ as κh
in our analysis since it would only introduce unnecessary technicalities. It is well-known
from FE analysis how this has to be treated theoretically (see e.g., Ciarlet, 2002, Theorem
4.1.6). Notably, we always assume that the coefficient is discretized on the finest level of
the multigrid algorithm that we analyze and evaluate in the experiments.

3. A Primer on Multigrid Methods

Our proposed method relies fundamentally on the notion of multigrid solvers for algebraic
equations. These iterative solvers exhibit an optimal complexity in the sense that they
converge linearly in terms of degrees of freedom. Their mathematical properties are well
understood and they are commonly used for solving PDEs discretized, in particular, with
FEs and a hierarchy of meshes (see Braess, 2007; Yserentant, 1993; Hackbusch, 2013). This
section provides a brief primer on the multigrid setting.

The starting point is a hierarchy of nested spaces indexed by the level ` ∈ {1, . . . , L}
with finest level L, which determines the accuracy of the approximation. In our setting, this
finest level is chosen in advance and is assumed to yield a sufficient FE accuracy. Similar
to the previous section, we define V` as the FE space of conforming P1 elements on the
associated dyadic quasi-uniform triangulations T` with mesh size h` ∼ 2−` and degrees of
freedom dimV` ∼ 2`d. This yields a sequence of nested FE spaces

V1 ⊆ . . . ⊆ VL ⊆ H1
0 (D).

These spaces are spanned by the FE basis functions on the respective level, i.e., V` =
span{ϕ(`)

j }
dimV`
j=1 . A frequency decomposition of the target function u ∈ H1

0 (D) is obtained
by approximating low frequency parts on the coarsest mesh T1 and subsequently calculating
corrections for higher frequencies on finer meshes.

For each level ` = 1, . . . , L we define the discretized solution operator v` : Γ → V` as
in (5). The correction v̂` with respect to the next coarser level ` − 1 for ` ∈ {2, . . . , L} is
given by

v̂` : Γ→ V`, y 7→ v`(y)− v`−1(y). (6)

Additionally, we define v` and v̂` as the functions mapping the parameter y to the corres-
ponding coefficient vectors of v`(y) and v̂`(y) in V`. If the solution of the considered PDE
is sufficiently smooth, the corrections decay exponentially in the level, namely ‖v̂`(y)‖H1 .
2−` ‖f‖∗ (see Braess, 2007; Yserentant, 1993; Hackbusch, 2013).

Central to the multigrid method is a transfer of discrete functions between adjacent
levels of the hierarchy of spaces. This is achieved in terms of prolongation and restriction
operators, the discrete versions of which are defined in the following.

Definition 2 (Prolongation & weighted restriction matrices) Let L ∈ N and for
some ` ∈ {1, . . . , L − 1} the spaces V` and V`+1 be defined as above. The prolongation
matrix P` ∈ RdimV`+1×dimV` is the matrix representation of the canonical embedding of V`
into V`+1 under the respective FE basis functions. P T` ∈ RdimV`×dimV`+1 defines the weighted
restriction.
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The theoretical analysis of our multilevel NN architecture hinges on the multigrid V-
cycle which is depicted in Algorithm 3.1. It exploits the observation that simple iterative
solvers reduce high-frequency components of the residual. In addition to these so-called
smoothing iterations, low-frequency correction are recursively computed on coarser grids.
In fact, if the approximation error by the recursive calls for the coarse grid correction is
sufficiently small, a grid independent contraction rate is achieved (see Braess and Hackbusch,
1983; Braess, 2007).

For our analysis, we use a damped Richardson smoother (Richardson and Glazebrook,
1911), which is rarely used in practice due to subpar convergence rates, but theoretically
accessible because of its simplicity. For a suitable damping parameter ω > 0, the Richardson
iteration for solving Equation (4) is given by

u0 := 0,
un+1 := un + ω(f −Ayun).

(7)

We denote by MGm
k0,k : R3×dimVh → RdimVh the function mapping an initial guess, the

diffusivity field and the right-hand side to the result ofm multigrid V-cycles (Algorithm 3.1)
with k0 smoothing iterations on the coarsest level and k smoothing iterations on the finer
levels.

Based on this iteration, we use a fundamental convergence result for the multigrid al-
gorithm shown in (Braess and Hackbusch, 1983, Thm. 4.2) together with the assumption
of uniform ellipticity to get the uniform contraction property of the V-cycle multigrid al-
gorithm. For x ∈ RdimVh and the discretized operator A ∈ RdimVh×dimVh , we use the
standard notation for the energy norm ‖x‖A = ‖A1/2x‖`2 .

Theorem 3 Let k ∈ N. There exists ω > 0 and mesh-independent k0 ∈ N, C < 0, such
that the V-cycle iteration with k pre- and post-smoothing iterations, k0 iterations on the
coarsest grid, and Richardson damping parameter ω applied to Problem 2.1 yields a grid
independent contraction of the residual eiy := MGi

k0,k(0,κy, f)−vh(y) at the i-th iteration,
namely

‖ei+1
y ‖Ay ≤ µ(k)‖eiy‖Ay , µ(k) ≤ C

C + 2k < 1,

for all y ∈ Γ.

In the next remark, we elaborate on the number of smoothing steps on the coarsest grid k0.

Remark 4 In the V-cycle algorithm it is often assumed that the equation system solved
on the coarsest level is solved exactly (by a direct solver). However, the proof of (Braess
and Hackbusch, 1983, Thm. 4.2) shows that this is not necessary. In fact, a contraction of
the residual smaller than C/(C + 2k) on the coarsest level suffices. This shows that k0 is
independent on the fineness of the finest grid. For a rigorous derivation, we refer to (Xu
and Zhang, 2022, Theorem 4.4). In our setting, it is possible to use the damped Richardson
iteration for the correction on the coarsest grid as well, effectively carrying out additional
smoothing steps.
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Algorithm 3.1 V-cycle function
1: Input: u, f , A, `
2: for k pre-smoothing steps do
3: u← u + ω(f −Au) // perform smoothing steps
4: end for
5: if ` = 1 then
6: solve Au = f for u // coarsest grid step
7: else
8: P ← P`−1
9: r← P ᵀ(f −Au) // compute restricted residual
10: A← P ᵀAP // compute restricted operator
11: e← 0
12: e← V-cycle(e, r, A, `− 1) // solve for coarse correction e
13: u← u + Pe // add coarse correction
14: end if
15: for m post-smoothing steps do
16: u← u + ω(f −Au) // perform smoothing steps
17: end for
18: return u

4. Methodology of Multilevel Neural Networks

This section gives an overview of our multilevel NN architecture for the efficient numerical
solution of parametric PDEs. Some of the design choices are tailored specifically to the
stationary diffusion equation (1) but can easily be adapted to other settings, in particular
to different linear and presumably also nonlinear PDEs. Furthermore, in our analysis and
experiments we fix the number of spatial dimensions to two. We note again that these
results can be extended to more dimensions in a straightforward way e.g. by using higher-
dimensional convolutions.

The general procedure of the proposed approach can be described as follows. Initially, a
data set of solutions is generated using classical finite element solvers for randomly drawn
parameters (data points), i.e., realizations of coefficient fields leading to respective FE
solutions. Then, for each data point a multilevel decomposition of the solution is generated
as formalized in (6). A NN is trained to output the coarse grid solution and the subsequent
level corrections from the input parameters, which are given as coefficient vectors of the
coefficient realizations on the respective FE space. The network prediction is obtained
by summing up these contributions. Finally, to test the accuracy of the network, a set of
independent FE solutions is generated and error metrics of the NN predictions are computed.

The centerpiece of our methodology is called ML-Net (short for multilevel network). For
a prescribed number of levels L ∈ N, it consists of L jointly trained subnetworks ML-Net`.
Each subnetwork is optimized to map its input – the discretized parameter dependent
diffusion coefficient κy and the output of the previous level z(`−1) – to the level ` correction
v̂`(y) as in (6). The ML-Net` subnetwork architecture is inspired by a cascade of multigrid
V-cycles, which is implemented by a sequence of UNets (Ronneberger et al., 2015). Using
UNets in a sequential manner to correct outputs of previous modules successively is a
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well-established strategy in computer vision (see e.g., Genzel et al., 2022). We provide a
theoretical foundation for this design choice in the next section. Since we assume the right-
hand side f ∈ H−1(D) to be independent of y, we do not include it as an additional input.
More precisely,

ML-Net[θ;L] : RdimVL →
L⊗
`=1

RdimV` , κ 7→ (z(`))L`=1,

where z(`) ∈ RdimV` is the output of the level ` subnetwork and θ are the learnable para-
meters. For the subnetworks, we have

ML-Net1[θ1;L] : RdimVL → RdimV1 ,

ML-Net`[θ`;L] : RdimVL × RdimV`−1 → RdimV` , for ` = 2, . . . , L.

The outputs are given by

z(1) = ML-Net1[θ1;L](κ),
z(`) = ML-Net`[θ`;L](κ, z(`−1)), for ` = 2, . . . , L.

Again, θ` are the learnable parameters and θ = (θ`)L`=1.
Each level consists of a sequence of UNets of depth ` with input dimension equal to

dimV` (arranged on a 2D grid). By coupling the UNet depth with the level, we ensure that
the UNets on each level internally subsample the data to the coarse grid resolution dimV1
(again arranged on a 2D grid). Consequently, the number of parameters per UNet increases
concurrently with the level. To distribute the compute effort (roughly) equally across levels,
we decrease the number of UNets per level, which we denote by R`, where R ∈ NL. The
NN architecture on level ` is given by

ML-Net`[θ`;L](κ, z) :=
[
©R`
r=1UNet[θ`,r; `]([↓ κ, ·])

]
(↑ z),

where ↓ (↑) denotes the up-sampling (down-sampling) operator to level ` resolution dimV`.
These operators are motivated by the prolongation and restriction operators of Definition 2.
However, they are comprised of trainable strided (or transpose-strided) convolutions instead
of an explicit construction. The up-sampling operation of each ML-Net` subnetwork con-
tains an additional pixel un-shuffle operation (Shi et al., 2016) to better match the structure
of the multilevel corrections. The parameters of the level ` subnetwork θ` consist of the
parameters of the learnable up- and down-sampling and the UNet-sequence (θ`,r)R`

r=1.
Our complete approach to tackle a parametric PDE with ML-Net consists of the follow-

ing multi-step procedure:

Step 1: Sampling and computing the data. We denote by N ∈ N the training data
set size and sample parameter realizations y1, . . . ,yN drawn according to π. For each
parameter realization yi, 1 ≤ i ≤ N , the grid corrections v̂`(yi) on each level 1 ≤ ` ≤ L
as in (6) and the FE coefficient vector κyi ∈ RdimVL of κL(·,yi) on the finest level L are
computed. Note that the evaluation of the grid corrections requires the PDE solution for
each parameter on the finest grid.
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Step 2: Training the ML-Net. For each level ` ∈ {1, . . . , L}, compute the normaliza-
tion constants δ2

` := 1
N

∑N
i=1 ‖v̂`(yi)‖

2
2 and the H1 mass matrix M ` ∈ RdimV`×dimV` by

(M `)kj :=
〈
ϕ

(`)
k , ϕ

(`)
j

〉
H1(D)

, for k, j ∈ {1, . . . ,dimV`},

where {ϕ(`)
1 , . . . , ϕ

(`)
dimV`

} constitutes the conforming P1 FE basis of V`. We optimize the
parameters θ by approximately solving

min
θ

L∑
`=1

N∑
i=1

dT`iM `d`i, where d`i :=
[
ML-Net[θ;L](κyi)

]
`
− 1
δ`

v̂`(yi)

with mini-batch stochastic gradient descent. Our loss computes theH1-distance between the
subnetwork output as a coefficient of the FE basis of V` and the normalized grid corrections
directly on the coefficients for each level `, i.e.,

dT`iM `d`i =

∥∥∥∥∥∥
dimV`∑
j=1

[ML-Net[θ∗;L](κyi)]`j ϕ
(`)
j −

1
δ`
v̂`(yi)

∥∥∥∥∥∥
H1(D)

.

Normalization via δ` assures that each level is weighted equally in the loss function.

Step 3: Inference. Denoting the optimized parameters by θ∗, the approximate solution
(i.e., the NN prediction) for y ∈ Γ is computed by

v(y) ≈
L∑
`=1

δ`

dimV`∑
j=1

[ML-Net[θ∗;L](κy)]`j ϕ
(`)
j .

In the following remark, a simpler baseline method is introduced that can be seen as a
special case of ML-Net.

Remark 5 As a comparison and to assess the benefits of the described multilevel approach,
we propose a simpler NN, which directly maps the discretized parameter dependent diffusion
coefficient κy to the coefficients on the finest level. For this, we denote by UNetSeq a
sequence of UNets which can be seen as a variation of ML-Net where R` = 0 for levels
` = 1, . . . , L − 1, i.e., only the highest level sub-module is used. This architecture is a
hybrid approach between single-level and multi-level because of the internal multi-resolution
structure of the UNet blocks. For this architecture, we choose the number of UNets such
that the total parameter count roughly matches ML-Net.

5. Theoretical Analysis

In this section, we show that UNet-like NN architectures are able to approximate multigrid
V-cycles on Vh up to arbitrary accuracy ε > 0 with the number of parameters independent
on ε and growing only logarithmically in 1/h (Theorem 6). We use this result in Corollary 8
to approximate the discrete solution vh : Γ → RdimVh of the parametric PDE Problem 2.1
with arbitrary accuracy ε by a NN with the number of parameters bounded from above by

11



Heiß, Gühring and Eigel

Figure 1: Illustration of the structure of the proposed ML-Net. The down-sampling
cascade is shown in yellow. In this example, the network is constructed for
L = 3 with the green, cyan and magenta parts representing the individual
stages on each level. The outputs are shown in orange. Solid arrows
represent convolutions and dashed arrows skip connections.

log(1/h) log(1/ε) independent of the stochastic parameter dimension p. This is achieved by
a NN that emulates a multigrid solver applied to each y individually and, thus, approx-
imately computes the solution vh(y). Eventually, we derive similar approximation bounds
for the ML-Net architecture and point out computational advantages of ML-Net over pure
multigrid approximations of Corollary 8. Note that while only the two-dimensional setting
is considered in this section, the results can be translated to arbitrary spatial dimensions.

The rigorous mathematical analysis of NNs requires an extensive formalism, which can
e.g., be found in (Petersen and Voigtländer, 2018; Gühring et al., 2020; Gühring and Raslan,
2021). We assume that readers interested in the proofs are familiar with common techniques
such as concatenation/parallelisation of NNs and the approximation of polynomials, the
identity, and algebraic operations. To make our presentation more accessible from a “prac-
titioner point of view”, we present a streamlined exposition which still includes sufficient
details to follow the arguments of the proofs. All proofs can be found in Appendix C.

We consider a CNN as any computational graph consisting of (various kinds of) convo-
lutions in combination with standard building blocks from common DL libraries (e.g., skip
connections and pooling layers). Note that this conception also includes the prominent
UNet architecture (Ronneberger et al., 2015) and other UNet-like architectures with the
same recursive structure.

For our theoretical analysis, we consider activation functions % ∈ L∞loc(R) such that
there exists x0 ∈ R with % three times continuously differentiable in a neighborhood of
some x0 ∈ R and %′′(x0) 6= 0. This includes many standard activation functions such as

12
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exponential linear unit, softsign, swish, and sigmoids. For (leaky) ReLUs a similar but more
involved analysis would be possible, which we avoid for the sake of simplicity.

For a CNN Ψ, we denote the number of weights by M(Ψ). Since we consider the
FE spaces Vh in the two-dimensional setting on uniformly refined square meshes, FE
coefficient vectors x ∈ RdimVh can be viewed as two-dimensional arrays. Whenever x
is processed by a CNN, we implicitly assume a 2D matrix representation. We define
‖x‖H1 :=

∥∥∑dimVh
i=1 xiϕi

∥∥
H1 . For this section, we set D = [0, 1]2 and assume uniform

ellipticity for Problem 2.1.
We start with the approximation of the solution of the multigrid V-cycle MGm

k0,k with
initialization u0, diffusion coefficient κ, and right-hand side f by UNet-like CNNs.

Theorem 6 Let Vh ⊆ H1
0 (D) be the P1 FE space on a uniform square mesh. Then there

exists a constant C > 0 such that for any M, ε > 0 and m, k, k0 ∈ N there exists a CNN
Ψ: R3×dimVh → RdimVh with

(i)
∥∥∥Ψ(u0,κ, f)−MGm

k0,k(u0,κ, f)
∥∥∥
H1(D)

≤ ε for all κ,u0, f ∈ [−M,M ]dimVh,

(ii) number of weights bounded by M(Ψ) ≤ C
(
k0 + k log

(
1
h

))
m.

In the next remark, we provide more details about the architecture of Ψ and its implications.

Remark 7 The proof of Theorem 6 reveals that Ψ resembles the concatenation of multiple
UNet-like subnetworks, each approximating one V-cycle. We draw two conclusions from
that:

• Generally, this supports the heuristic relation between UNets and multigrid methods
with a rigorous mathematical analysis indicating a possible reason for their success
in multiscale-related tasks e.g., found in medical imaging (Liu et al., 2020) or PDE-
related problems (see Cho et al., 2021; Jiang et al., 2021).

• Together with our numerical results in the following section, this underlines the suit-
ability of UNetSeq (see Remark 5) for the solution of Problem 2.1. This is made more
specific in the next corollary.

The following corollary is an easy consequence of Theorem 6 for the parametric PDE
Problem 2.1 by applying the multigrid solver to solve Equation (5) for each y ∈ Γ indi-
vidually. We use that the required number of smoothing iterations in Theorem 3 is grid
independent and choose the number of V-cycles as m ≈ log(1/ε). An application of the
triangular inequality yields the following result.

Corollary 8 Consider the discretized Problem 2.1 with the conforming P1 FE space Vh ⊆
H1

0 (D). Assume that κy is uniformly bounded over all y ∈ Γ. Then there exists a constant
C > 0 such that for any ε > 0 there exists a CNN Ψ: R2×dimVh → RdimVh with

(i) ‖Ψ(κy, f)− vh(y)‖H1(D) ≤ ε ‖f‖∗ for all y ∈ Γ,

(ii) number of weights bounded by M(Ψ) ≤ C log
(

1
h

)
log

(
1
ε

)
.

13
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Setting the NN approximation error equal to the FE discretization error (ε = h), we get
the bound M(Ψ) ≤ C log(1/h)2. This shows that the number of parameters at most grows
polylogarithmically in 1/h and is independent of the stochastic parameter dimension p.

Finally, we provide complexity estimates for the ML-Net architecture in the next co-
rollary. Here, at each level of ML-Net a multigrid V-cycle (on the respective level) is
approximated by using Theorem 6.
Corollary 9 Consider the discretized Problem 2.1. Let the spaces V1, . . . , VL be defined as
in Section 3 for L ∈ N, f ∈ H−1(D) and its discretization denoted by f ∈ RdimVL. Assume
that the discretized diffusion coefficient κy ∈ RdimVL is uniformly bounded over all y ∈ Γ.
Then, there exists a constant C > 0 such that for every ε > 0 there exists an ML-Net Ψ (as
in Section 4) with
(i) ‖Ψ(0,κy, f)− vL(y)‖H1(D) ≤ ε ‖f‖∗ for all y ∈ Γ,

(ii) M(Ψ) ≤ CL log
(

1
ε

)
+ CL2.

In the following remark, we discuss the relation of the previous two corollaries.
Remark 10 Equilibrating approximation and discretization error, i.e., setting ε = h =
2−L, we make two observations:

• Both, Corollary 8 and 9, yield an upper bound for the number weights ofM(Ψ) ≤ CL2.
We conclude that from our upper bounds no advantage in terms of expressiveness for
using ML-Net over UNetSeq is evident. In Section 6.2 we show that our numerical
experiments support this finding.

• Despite a similar number of parameters in relation to the approximation accuracy,
a forward pass of ML-net is more efficient than a forward pass of UNetSeq. This is
due to the multilevel structure of the ML-Net that shifts the computational load more
evenly across resolutions. Note that the number of parameters of a convolutional
filter is independent on the input resolution, whereas the computational complexity of
convolving the input with the filter is not. In detail, the number of operations for a
forward pass of ML-Net is O(22L) = O(h−2), while for UNetSeq, we have O(L22L) =
O(log(h−1)h−2) computations. This is one advantage of ML-Net that results in shorter
training times (see Section 6).

6. Numerical Results

This section is concerned with the evaluation of ML-Net and the simpler UNetSeq on several
common benchmark problems in terms of the mean relative H1-distance of the predicted
solution. Moreover, the performance of ML-Net is tested with a declining number of training
samples for successive grid levels. This is motivated by multilevel theory and leads to a
beneficial training complexity (see Remark 10 for a more detailed evaluation).

We assess the performance of our methods for different choices of varying computational
complexity for the coefficient functions ak, comprising the diffusivity field κ by (3) and
different parameter distributions π. For all test cases, we choose the unit square domain
D = [0, 1]2, a0(x) := a0 ∈ R constant and the right-hand side f ≡ 1. The test problems are
defined as follows.
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Figure 2: Example realizations of κ(·,y) for the four test cases. From left to right:
uniform case (p = 100), log-normal case (p = 100), cookie problem (p =
16), cookie problem with variable radii (p = 32). The colormaps are
normalized for visibility.

1. Uniform smooth field. Let Γ = [−1, 1]p and π = U [−1, 1]p. Moreover, let a0 := 1
and choose ak as planar Fourier modes as described in (Eigel et al., 2019b) and (Geist
et al., 2021) with decay ‖ak‖∞ = 0.1k−2 for 1 ≤ k ≤ p.

2. Log-normal smooth field. Let Γ = Rp and π = N(0, Idp). Define κ(y, x) :=
exp(κ̃(y, x)), where κ̃ equals κ from the uniform case with a0 := 0.

3. Cookie problem with fixed radii inclusions. Let Γ = [−1, 1]p, with p having
a natural square root and π = U [−1, 1]p. Moreover, define a0 := 0.1 and ak(x) =
XDk

(x), where Dk are disks centered in a cubic lattice with a fixed radius r = 0.3p−1/2

for 1 ≤ k ≤ p.

4. Cookie problem with variable radii inclusions. As an extension of the cookie
problem, we also assume the disk radii to vary. To this end, let p′ be the (quadratic)
number of cookies, p = 2p′, Γ = [−1, 1]p and π = U [−1, 1]p. The diffusion coefficient
is defined by

κ(y, x) := a0 +
p′∑
k=1

y2k−1XDk,r(y2k)(x),

where the Dk,r are disks centered in a cubic lattice with parameter dependent ra-
dius r. We choose r(y) for y ∈ [−1, 1] such that the radii are uniformly distributed in
[0.5(p′)−1/2, 0.9(p′)−1/2].

Figure 2 depicts a random realization for each of the 4 problem cases. Note that not all of
the above problems satisfy the theoretical assumptions for the results in Section 5. Notably,
the log-normal case is not uniformly elliptic and our theoretical guarantees thus only hold
with (arbitrarily) high probability as indicated above. Moreover, in case of the cookie
problem with variable radii, the diffusion coefficient depends non-linearly on the parameter
vector since also the basis functions ak are parameter dependent. We include these cases to
study our methodology with diverse and particularly challenging setups.

We use the open source package FEniCS (Logg and Wells, 2010) with the GMRES (Saad
and Schultz, 1986) solver for carrying out the FE simulations to generate training data and
PyTorch (Paszke et al., 2019) for the NN models.
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If not stated otherwise, we use a training data set with 104 samples and 1024 samples
for independent validation computed from i.i.d. parameter vectors. For testing, the per-
formance of the methods is evaluated on 1024 independently generated test samples.

For the multilevel decomposition, we consider L = 7 resolution levels starting with a
coarse resolution of 5× 5 cells. Iterative uniform mesh refinement with factor η = 2 results
in 320×320 cells on the finest level. To reduce computational complexity, we only compute
solutions on the finest level and derive the coarser solutions as well as the corrections
in (6) using nodal interpolation. Additionally, we compute reference test solutions on a
high-fidelity mesh with 1280× 1280 cells, resulting in about 1.6× 106 degrees of freedom.

For UNetSeq, we choose the number of UNets such that the total parameter count
roughly matches the 5.6×106 parameters of ML-Net. For training, we use the Adam (Kingma
and Ba, 2015) optimizer and train for 200 epochs with learning rate decay. After each run,
we evaluate the model with the best validation performance. Training took approximately
33 GPU-hours on an NVIDIA Tesla P100 for ML-Net and 46 GPU-hours for UNetSeq (see
also Remark 10).

6.1 Error Metrics

We examine the mean relative H1 error (MRH1) and mean relative L2 error (MRL2) with
respect to the solutions on the finest resolution level L as well as the high-fidelity reference
solutions. For parameters y1, . . . ,yN ∈ Γ, predictions u1, . . . , uN ∈ VL, and the solution
operators vL : Γ → VL and vref : Γ → H1(D) mapping to the discrete space on the finest
grid and the reference grid, respectively, we define

EMR∗ :=

√√√√∑N
i=1 ‖ui − vL(yi)‖2∗∑N

i=1 ‖vL(yi)‖2∗
and Eref

MR∗ :=

√√√√∑N
i=1 ‖ui − vref(yi)‖2∗∑N

i=1 ‖vref(yi)‖2∗
,

with ∗ ∈ {H1, L2}.

6.2 Results for the Test Cases

Tables 1 and 2 depict the EMRH1 and Eref
MRH1 for ML-Net and UNetSeq for the numerical test

cases described above with varying stochastic parameter dimensions. EMRL2 and Eref
MRL2 are

shown in Tables 4 and 5 in Appendix B. A random selection of solutions and NN predictions
is also shown in Figure 3.

In comparison to previously reported performances of DL-based approaches for these
benchmark problems in (Geist et al., 2021; Li et al., 2021a; Lu et al., 2021; Grossmann et al.,
2023), we observe an improvement of one to two orders of magnitude with our methodology.

Geist et al. (2021) observed a strong dependence of the performance of their DL-based
method on the stochastic parameter dimension. In contrast, both ML-Net and UNetSeq
perform very consistently with increasing parameter dimensions although the problems
become more involved. This is in line with the parameter independent bounds for CNNs
derived in Section 5.

16



Multilevel CNNs for Parametric PDEs

Figure 3: Realizations for different benchmark problems (top to bottom: uniform
p = 100, log-normal p = 100, cookie fixed). Left-hand side columns show
field realizations and respective solutions. Right-hand side pictures the
error of ML-Net and UNetSeq predictions w.r.t. exact target solutions.
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problem parameter
dimension p

EMRH1

ML-Net UNetSeq

uniform

10 2.24e−4± 9.62e−5 9.75e−5± 2.10e−5
50 2.21e−4± 2.96e−5 2.08e−3± 2.79e−3
100 2.27e−4± 2.72e−5 8.89e−5± 1.00e−5
200 2.31e−4± 3.50e−5 2.05e−3± 2.76e−3

log-normal

10 2.15e−4± 6.18e−5 2.83e−3± 3.70e−3
50 9.73e−4± 1.04e−3 3.71e−3± 4.91e−3
100 2.64e−4± 1.73e−5 2.82e−3± 4.31e−3
200 3.00e−4± 1.43e−5 1.97e−4± 4.22e−5

cookie fixed 16 9.41e−4± 1.12e−4 1.10e−3± 3.76e−4
64 1.85e−3± 1.38e−4 7.20e−4± 1.43e−4

cookie variable 32 4.69e−3± 1.41e−3 3.69e−3± 4.53e−4
128 5.98e−3± 1.13e−4 3.08e−3± 5.07e−4

Table 1: EMRH1 for ML-Net and UNetSeq evaluated on all test cases.

problem parameter
dimension p

Eref
MRH1

ML-Net UNetSeq

uniform

10 5.33e−3± 4.50e−6 5.33e−3± 7.01e−7
50 5.33e−3± 1.15e−6 6.24e−3± 1.28e−3
100 5.33e−3± 1.63e−6 5.33e−3± 8.55e−7
200 5.33e−3± 1.46e−6 6.22e−3± 1.25e−3

log-normal

10 5.33e−3± 2.93e−6 6.78e−3± 2.04e−3
50 5.51e−3± 2.49e−4 7.53e−3± 3.10e−3
100 5.33e−3± 5.54e−7 6.90e−3± 2.71e−3
200 5.34e−3± 3.03e−6 5.33e−3± 1.69e−6

cookie fixed 16 7.09e−2± 1.87e−5 7.09e−2± 7.39e−6
64 9.73e−2± 1.16e−5 9.73e−2± 5.62e−6

cookie variable 32 7.83e−2± 3.22e−4 7.81e−2± 2.39e−4
128 1.12e−1± 2.58e−4 1.12e−1± 2.76e−5

Table 2: Eref
MRH1 for ML-Net and UNetSeq evaluated on all test cases.

EMRH1 is generally significantly lower than Eref
MRH1 . This illustrates that for these cases

the NN approximation error on the finest grid L = 7 can be several magnitudes lower than
the FE approximation error. Conversely, the discrepancy between EMRL2 and Eref

MRL2 seen
in Tables 4 and 5 is far less pronounced.

Comparing ML-Net to UNetSeq, we observe that both models generally exhibit a com-
parable performance. Lower variances in model accuracy for ML-Net indicate an improved
training stability when using a suitable multilevel decomposition.
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6.3 Training With Successively Fewer Samples on Finer Levels

A striking advantage of stochastic multilevel methods is that the majority of sample points
can be computed on coarser levels with low effort while only few samples are needed on
the finest grid (Teckentrup et al., 2015; Lye et al., 2021; Harbrecht et al., 2016; Ballani
et al., 2016). We transfer this concept to ML-Net by exponentially decreasing the number
of training samples from level to level. To this end, we train each level of our ML-Net only
with a fraction of the data set. More concretely, we divide the number of samples in each
subsequent level by two, i.e for level ` = 1, . . . , L, we use N` := 21−`× 104 training samples.
We observe that alternating between low level samples and samples for which all corrections
are known during training is needed for stable optimization. The computational budget of
generating a multiscale data set with 1000 samples on the coarsest level and exponentially
decaying number of samples on subsequent levels corresponds to 232 full resolution samples.

Table 3 depicts the errors for two test cases (uniform and log-normal with p = 100)
for ML-Net trained on the decayed multiscale data set and UNetSeq trained on the full
resolution data set generated with a comparable compute budget (232 samples). We make
two observations: First, training ML-Net with a decaying number of samples per level
hardly decreases its performance when compared to the full data set of 1000 samples from
Table 4. Second, UNetSeq trained on a full-resolution data set of comparable compute
budget significantly reduces performance compared to training UNetSeq on 1000 samples
(Table 4) and compared to ML-Net on the decayed data set (Table 3).

The MRL2 errors depicted in Table 3 illustrate the low error that can be achieved,
which is at least one order of magnitude lower than what is reported in other papers, see
also Tables 4 and 5 in Appendix B. Note that the observed reference MRH1 error in our
experiments is bounded from below by the FE approximation error on the finest grid with
respect to the reference solution. For the multilevel advantage to fully take effect, training
on finer grids would be required to decrease the FE approximation errors to be comparable
to the smaller NN approximation errors. Hence, using fewer high fidelity training samples
is a crucial step to train models which achieve an overall MRH1 accuracy comparable to
traditional FE solvers.

We conclude that ML-Net can effectively be trained with fewer samples for finer levels,
significantly reducing the overall training and data generation costs and, thus, enabling the
application of our model with much finer grids.

7. Conclusion

In this work, we combine concepts from established multilevel algorithms with NNs for
efficiently solving challenging high-dimensional parametric PDEs. We provide a theoretical
complexity analysis revealing that UNet-like architectures approximate classical multigrid
algorithms arbitrarily well. Moreover, we show that the ML-Net architecture presents an
advantageous approach for learning the parameter-to-solution operator of the parametric
Darcy problems. The performance of our method is illustrated by several numerical bench-
mark experiments showing a significant improvement over the state-of-the-art of previous
DL-based approaches for parametric PDEs (Geist et al., 2021; Li et al., 2020). In fact, the
shown approximation quality matches the best-in-class techniques such as low-rank least
squares methods, stochastic Galerkin approaches, compressed sensing and stochastic colloc-
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method error data set uniform log-normal

ML-Net EMRH1 decaying 2.86e−4± 2.24e−5 4.05e−4± 2.48e−5
UNetSeq EMRH1 fixed 1.14e−3± 6.47e−4 5.92e−3± 4.66e−3

ML-Net Eref
MRH1 decaying 5.34e−3± 1.22e−6 5.34e−3± 1.61e−6

UNetSeq Eref
MRH1 fixed 5.49e−3± 1.59e−4 8.53e−3± 3.53e−3

ML-Net EMRL2 decaying 5.75e−5± 4.43e−6 9.39e−5± 5.42e−6
UNetSeq EMRL2 fixed 5.38e−4± 3.93e−4 3.76e−3± 3.23e−3

ML-Net Eref
MRL2 decaying 6.65e−5± 2.16e−6 9.91e−5± 4.59e−6

UNetSeq Eref
MRL2 fixed 5.40e−4± 3.91e−4 3.76e−3± 3.23e−3

Table 3: All errors for ML-Net and UNetSeq trained with a reduced data set size
on two problem cases with parameter dimension p = 100. The ML-Net
is trained with the number of training samples halved for each level and
UNetSeq is trained using 232 samples in total.

ation. Additionally, we show that the multilevel architecture allows to use fewer data points
for finer corrections during training with negligible impact on practical performance. This
enables the extension to much finer resolutions without a prohibitive increase of computa-
tional complexity. Finally, we note that while we consider a scalar linear elliptic equation
in this work, our methodology can be used for a variety of possibly nonlinear and vector-
valued problems. Future research directions could include the analysis of such problems as
well as the extension of our method to adaptive grids. Apart from the domain of scientific
ML, numerous challenges in classical ML and computer vision can be linked to PDEs (e.g.
Deblurring or Inpainting). We believe that our findings provide a foundation not only for
the theoretical understanding of such problems but also for guiding practitioners in their
choice of multilevel architectures.
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Appendix A. Exact ML-Net Architecture and Training Details

In our experiments, we construct ML-Net and UNetSeq with L = 7 levels. Convolutional
layers use 3×3 kernels with zero padding. Upsampling (↑) and downsampling (↓) layers are
implemented by 5×5 transpose-strided and strided convolutions with 2-strides, respectively.
We do not employ any normalization layers and use the ReLU activation function through-
out all architectures. Apart from up- and downsampling layers, UNet subunits of both
ML-Net and UNetSeq contain two convolutional layers on each scale. Skip-connections are
realized by concatenating the output of preceding layers.

For ML-Net, we choose the number of UNets per level R`, ` = 1, . . . , L, such that
each subnetwork ML-Net` has approximately 8×105 trainable parameters. This number
was empirically found to produce satisfactory results and yields R = [11, 9, 5, 4, 3, 2, 2].
To downsample the diffusivity field κ to the input resolution required by the subnetwork
ML-Net`, L− `+ 1 strided convolutions followed by ReLU activations are used. We use 32
channels for convolutional layers of ML-Net, except for the coarsest level where 64 channels
are used. For all levels ` = 2, . . . , L except the coarsest one, the ML-Net` subnetworks
output the predictions as four channels at half the resolution and use pixel un-shuffle layers
(Shi et al., 2016) to assemble the full predictions. The reason for this is that fine grid
corrections for a dyadic subdivision yield a higher similarity between every second value than
neighbouring values in the array. For UNetSeq, 64 channels are used for all convolutional
layers.

ML-Net and UNetSeq are trained for 200 epochs with an initial learning rate of 10−3

during the first 60 epochs. The learning rate is then linearly decayed to 2×10−5 over the
next 100 epochs, where it was held for the rest of the training. Due to memory constraints,
the batch sizes were chosen to be 20 for ML-Net and 16 for UNetSeq. The Adam optimizer
(Kingma and Ba, 2015) was used in the standard configuration with parameters β1 =
0.99, β2 = 0.999, and without weight decay.

Appendix B. Additional Tables

The following tables depict relative L2 errors of the considered NN architectures for all
presented test cases.
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problem case parameter
dimension p

EMRL2

ML-Net UNetSeq

uniform

10 9.28e−5± 6.92e−5 3.72e−5± 9.18e−6
50 4.88e−5± 6.82e−6 1.21e−3± 1.66e−3
100 4.90e−5± 9.56e−6 3.21e−5± 3.06e−6
200 4.81e−5± 7.38e−6 1.17e−3± 1.61e−3

log-normal

10 7.44e−5± 1.75e−5 1.66e−3± 2.22e−3
50 7.46e−4± 9.61e−4 2.30e−3± 3.13e−3
100 6.54e−5± 6.71e−6 1.72e−3± 2.80e−3
200 7.35e−5± 2.82e−6 7.94e−5± 2.14e−5

cookie fixed 16 3.29e−4± 3.26e−5 2.35e−4± 1.37e−5
64 5.32e−4± 1.80e−5 1.40e−4± 4.32e−5

cookie variable 32 1.33e−3± 1.05e−4 7.68e−4± 2.45e−5
128 2.01e−3± 8.14e−5 7.14e−4± 7.74e−5

Table 4: EMRL2 for ML-Net and UNetSeq evaluated on all test cases.

problem case parameter
dimension p

Eref
MRL2

ML-Net UNetSeq

uniform

10 1.05e−4± 6.75e−5 4.77e−5± 6.80e−6
50 5.86e−5± 7.02e−6 1.22e−3± 1.66e−3
100 5.50e−5± 5.07e−6 4.19e−5± 3.41e−6
200 5.67e−5± 5.78e−6 1.18e−3± 1.60e−3

log-normal

10 7.76e−5± 1.29e−5 1.66e−3± 2.22e−3
50 7.59e−4± 9.68e−4 2.30e−3± 3.13e−3
100 7.06e−5± 4.38e−6 1.72e−3± 2.80e−3
200 8.31e−5± 3.91e−6 8.69e−5± 1.97e−5

cookie fixed 16 6.19e−3± 6.60e−5 6.05e−3± 3.50e−5
64 9.63e−3± 4.33e−5 9.48e−3± 2.79e−5

cookie variable 32 8.81e−3± 3.41e−5 8.49e−3± 9.10e−5
128 1.64e−2± 5.36e−5 1.62e−2± 6.70e−5

Table 5: Eref
MRL2 for ML-Net and UNetSeq evaluated on all test cases.

Appendix C. Proofs for the Results of Section 5

This section is devoted to the proofs of our theoretical analysis in Section 5. For this, we
start with some mathematical notation.

C.1 Mathematical Notation

For some function f : D ⊆ Rd → Rn, we denote ‖f‖L∞(D) := ess supx∈D ‖f(x)‖∞, where
‖·‖∞ denotes the maximum norm of a vector. For two tensors x,y ∈ RW×H withW,H ∈ N,
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we denote their pointwise multiplication by x�y ∈ RW×H . Since we consider the FE spaces
Vh in the two-dimensional setting on uniformly refined square meshes, FE coefficient vectors
x ∈ RdimVh can be viewed as two-dimensional arrays. Whenever x is processed by a CNN,
we implicitly assume a 2D matrix representation.

The bilinear form in (2) induces the problem related and parameter dependent energy
norm given by

‖w‖2Ay
:=
∫
D
κ(y, x)|∇w(x)|2 dx for w ∈ V. (8)

Consider Problem 2.1. Under the uniform ellipticity assumption1, the energy norm is equi-
valent to the H1 norm (see e.g. Cohen and DeVore (2015)). We denote by cH1 , CH1 > 0 the
grid independent constants such that for all u ∈ V and y ∈ Γ

cH1 ‖u‖Ay
≤ ‖u‖H1 ≤ CH1 ‖u‖Ay

. (9)

Moreover, for a multilevel decomposition up to level L ∈ N and v̂1, . . . , v̂L defined as in (6),
denote by Ccorr > 0 the constant such that for all y ∈ Γ and ` = 1, . . . , L

‖v̂`(y)‖H1 ≤ Ccorr2−` ‖f‖∗ . (10)

Note that for any y ∈ Γ, the solution vh(y) of Problem 2.1 satisfies

‖vh(y)‖Ay
≤ CH1 ‖f‖∗ . (11)

To limit excessive mathematical overhead in our proofs, we restrict ourselves to a certain
type of uniform square grid specified in the following remark.

Remark 11 For D = [0, 1]2, mesh width h > 0 and m := 1/h ∈ N, we exclusively consider
the uniform square grid comprised of m2 identical squares each subdivided into two triangles
as illustrated in Figure 4.

C.2 CNNs: Terminology and Basic Properties

In this section, we briefly introduce basic convolutional operations together with their cor-
responding notation. We mostly focus on the two-dimensional case. However, all definitions
and results can easily be extended to arbitrary dimensions. For a more in-depth treatment
of the underlying concepts, we refer to (Goodfellow et al., 2016, Chapter 9).

Convolutions used in CNNs deviate in some details from the established mathematical
definition of a convolution. In the two-dimensional case, the input consists of a tensor xin ∈
RCin×Win×Hin with spatial dimensions Win, Hin ∈ N and number of channels Cin ∈ N, and
the output is given by a tensor xout ∈ RCout×Wout×Hout . Here, Cout ∈ N denotes the number
of output channels andWout, Hout ∈ N the potentially transformed spatial dimensions. xout
is the result of convolving xin with a learnable convolutional kernel K ∈ RCin×Cout×WK×WK

with kernel widthWK ∈ N, and the channel-wise addition of a learnable bias B ∈ RCout . We
use three different types of convolutions: (i) vanilla, denoted by xin ∗K, here Wout = Win
and Hout = Hin; (ii) two-strided denoted by xin ∗2s K, here Wout = bWin/2c − 1 and
Hout = bHin/2c−1; (iii) two-transpose-strided, denoted by xin ∗2tsK, here Wout := 2Win +1

1. Uniform ellipticity is always is satisfied with high probability in our settings.
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and Hout := 2Hin +1. Moreover, we writeM(Φ) ∈ N for the number of trainable parameters
and L(Φ) ∈ N for the number of layers of a (possibly convolutional) NN Φ.

Many previous works have focused on approximating functions by fully connected NNs.
With a simple trick, we transfer these approximation results to CNNs.

Theorem 12 Let D ⊆ Rd and f : D → R be some function. Furthermore, let ε > 0 and
Φ be a fully connected NN with d-dimensional input and one-dimensional output such that
‖f − Φ‖L∞(D) ≤ ε, then there exists a CNN Ψ with

(i) d input channels and one output channel;

(ii) the spatial dimension of all convolutional kernels is 1× 1;

(iii) the same activation function as Φ;

(iv) M(Φ) = M(Ψ) and L(Φ) = L(Ψ);

(v) for all W ∈ N, we have ∥∥∥Ψ− f̂∥∥∥
L∞(DW×W )

≤ ε,

where f̂ : DW×W → RW×W is the component-wise application of f .

Proof The proof follows directly by using the affine linear transformations in each layer
of Φ in the channel dimension as 1× 1 convolutions.

In the next corollary, Theorem 12 is used to approximate the pointwise multiplication
function of two input tensors by a CNN.

Corollary 13 Let % ∈ L∞loc(R) such that there exists x0 ∈ R with % is three times continu-
ously differentiable in a neighborhood of some x0 ∈ R and %′′(x0) 6= 0. Let W ∈ N, B > 0,
and ε ∈ (0, 1/2), then there exists a CNN ×̃ with activation function %, a two-channel input
and one-channel output that satisfies the following properties:

1.
∥∥×̃(x,y)− x� y

∥∥
L∞([−B,B]2×W×W ,dxdy) ≤ ε;

2. L(×̃) = 2 and M(×̃) ≤ 9;

3. the spatial dimension of all convolutional kernels is 1× 1.

Proof The proof follows from Theorem 12 together with (Gühring and Raslan, 2021, Co-
rollary C.3).
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C.3 Approximating Isolated V-Cycle Building Blocks

One of the main intermediate steps to approximate the full multigrid cycle by CNNs is the
approximation of the operator Aκ. The theoretical backbone of this section is the observa-
tion that Aκu can be approximated by a CNN acting on κ (in an integral representation
defined in Definition 14) and u. We start by defining some basic concepts used for our
proofs. For the rest of this section, we set D = [0, 1]2.

Definition 14 Let T be a uniform triangulation of D with corresponding conforming P1
FE space Vh with basis {ϕ1, . . . , ϕdimVh

}. Furthermore, let κ ∈ H1
0 (D).

(i) For i ∈ {1, . . . ,dimVh} we set Neigh2D(i) := {j ∈ {1, . . . ,dimVh} : suppϕi ∩
suppϕj 6= ∅}.

(ii) For each vertex i ∈ {1, . . . ,dimVh} of the triangulation, we enumerate the six adjacent
triangles (arbitrarily but in the same order for every i) and denote them by T ki with
k = 1, . . . , 6 (see Figure 4 for an illustration).

(iii) For i = 1, . . . ,dimVh and k = 1, . . . , 6, we set

Υ(κ, T , k, i) :=
∫
Tk

i

κ dx

and use the notation

Υ(κ, T , k) := [Υ(κ, T , k, i)]dimVh
i=1 ∈ RdimVh

and
Υ(κ, T ) := [Υ(κ, T , k)]6k=1 ∈ R6×dimVh .

In the next lemma, we show that the integrals Υ(κ, T , k, i) can be computed via a
convolution from (a discretized) κ and, furthermore, that integrals over a coarse grid can
be computed from fine-grid-integrals, again via a convolution.

Lemma 15 Let Th, T2h be nested triangulations of fineness h and 2h, respectively, with
corresponding FE spaces V2h ⊆ Vh ⊆ H1

0 (D). Then, the following holds:

(i) There exists a convolutional kernel K ∈ R1×6×3×3 such that for every κ ∈ Vh, we have
for k ∈ {1, . . . , 6}

(κ ∗K)[k] = Υ(κ, Th, k).

(ii) There exists a convolutional kernel K ∈ R6×6×3×3 such that for every κ ∈ H1
0 (D) and

k = 1, . . . , 6, we have

([Υ(κ, Th, 1), . . . ,Υ(κ, Th, 6)] ∗K)[k] = Υ(κ, T2h, k).
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xi

T 1
i

T 2
i

T 3
i

T 4
i

T 5
i

T 6
i

xi xj

Figure 4: Illustration showing a possible enumeration of the six adjacent triangles of
a grid point on the uniform square mesh from Definition 14 (ii). Note that
this assignment is redundant, as for example T (6)

i = T
(4)
j and T (1)

i = T
(3)
j .

Proof We start by showing (i). For k = 1, . . . 6 and i = 1, . . . ,dimVh,

Υ(κ, T , k, i) =
∫
Tk

i

κdx =
dimVh∑
j=1

κj

∫
Tk

i

ϕ
(h)
j dx =

∑
{j:suppϕ(h)

j ∩T
k
i 6=∅}

κj
h2

3 ,

where we used in the last step that
∫
Tk

i
ϕ

(h)
j dx = h2/3 if suppϕ(h)

j ∩ T ki 6= ∅. Clearly,
suppϕ(h)

j ∩ T ki = ∅ for all j ∈ {1, . . . ,dimVh} with j /∈ Neigh2D(i). Furthermore, the
position of the relevant neighbors {j : suppϕ(h)

j ∩ T ki 6= ∅} relative to index i is invariant to
2D-translations of i. Combining these two observations concludes the proof.

(ii) Intuitively it is clear that a strided convolution is able to locally compute the mean
of all coefficients from the finer triangulation. However, to prove this rigorously would be
a tedious exercise. We hence omit the formal proof and refer to Figure 5 for an illustration
of the neighboring sub-triangles in each grid point.

The next theorem shows that using the integral representation of κ from Definition 14,
we can now represent Aκu by the pointwise multiplication of the κ integrals with the output
of a convolution applied to u.
Theorem 16 (Representation of Aκu) For k = 1, . . . , 6, there exist convolutional ker-
nels K(k) ∈ R1×1×3×3, such that for the function

F : R7×dimV → RdimV , (u,κ(1), . . . ,κ(6)) 7→
6∑

k=1
κ(k) � (u ∗K(k)),

it holds that F is continuous and for any κ ∈ H1
0 (D), we have

F (u,Υ(κ, T , 1), . . . ,Υ(κ, T , 6)) = Aκu.

26



Multilevel CNNs for Parametric PDEs

xi xj1
xj1

xj3

xj2

xi

(T2h)(6)
i

(Th)(6)
i

(Th)(1)
j2

(Th)(6)
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(Th)(6)
j1

(T2h)(1)
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(Th)(1)
j3

(Th)(2)
j1

(Th)(1)
j1(Th)(1)

i

Figure 5: Illustration of the neighboring triangles and sub-triangles of a finer mesh
at some grid point. This figure shows how an adjacent triangle (blue) to
the grid point xi in the coarse grid is subdivided. Note that all contained
finer triangles can be assigned to a grid point directly adjacent to xi in
the fine mesh. Hence, summing over the diffusivity values associated with
the finer triangles can be represented using a convolutional (3× 3)-kernel
in the fine mesh.

Proof We start by introducing some notation: Let i, j ∈ {1, . . . ,dimVh} and k ∈ {1, . . . , 6}
and set Cijk ∈ R as the constant that 〈∇ϕi,∇ϕj〉 attains on T ki . Note that Cijk = 0 if
i /∈ Neigh2D(j). We now represent each entry of Aκ as a sum of multiplications: For
i, j ∈ {1, . . . ,dimVh}, we have

(Aκ)ij =
∫
D
κ 〈∇ϕi,∇ϕj〉 dx =

6∑
k=1

∫
Tk

i

κ 〈∇ϕi,∇ϕj〉 dx =
6∑

k=1
Υ(κ, T , k, i)Cijk,

where we use Definition 14 (ii) for the last step. For j ∈ {1, . . . ,dimVh}, we can now rewrite
(Aκu)j as

(Aκu)j =
dimVh∑
i=1

ui
6∑

k=1
Υ(κ, T , k, j)Cijk

=
6∑

k=1
Υ(κ, T , k, j)

dimVh∑
i=1

uiCijk

=
6∑

k=1
Υ(κ, T , k, j)

∑
i∈Neigh2D(j)

uiCijk.

Here, we use in the first step the definition of Aκ and in the third step that suppϕi ∩
suppϕj 6= ∅ only for neighboring indices. Since Cijk only depends on the relative position
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of i to j (in the 2D sense) and is independent on j, the inner sum can be expressed in the
vectorized form as a zero-padded convolution with a 3× 3 kernel (the number of neighbors)
where the values depend on k, i.e.,

Aκu =
6∑

k=1
Υ(κ, T , k)� (u ∗K(k)) = F (u,Υ(κ, T , 1), . . . ,Υ(κ, T , 6)),

where K(k) are the respective kernels.

In the following remark, we elaborate on the treatment of the boundary conditions.

Remark 17 In our setting, we only consider basis functions on inner grid points. Alternat-
ively, one could include the boundary basis functions and constrain their coefficients to zero
to enforce homogeneous Dirichlet boundary conditions. Representing the FE operator as a
zero-padded convolution on the inner grid vertices naturally realizes homogeneous Dirich-
let boundary conditions by implicitly including boundary basis coefficients as zeros through
padding.

Using the representation of Aκu from Theorem 16 as a convolution followed by a point-
wise multiplication, Corollary 13 can now be applied to obtain an approximation by a
CNN.

Theorem 18 (Approximation of Aκu) Let T be a uniform triangulation of D with cor-
responding conforming P1 FE space V . Furthermore, let the activation function % ∈ L∞loc(R)
be such that there exists x0 ∈ R with % is three times continuously differentiable in a neigh-
borhood of some x0 ∈ R and %′′(x0) 6= 0. Then, for any ε > 0 and M > 0, there exists a
CNN Ψε,M : R7×dimVh → RdimVh with size independent of ε and M such that

‖Ψε,M − F‖L∞([−M,M ]7×dim Vh ) ≤ ε.

Proof A three-step procedure leads to the final result:

(i) Clearly, there exists a one-layer CNN that realizes the mapping

[u,κ(1), . . . ,κ(6)] 7→ [u ∗K(k),κ(k)]6k=1.

(ii) Corollary 13 yields the existence of a two-layer CNN Ψ̃ with at most 9 weights and
1× 1 kernels such that∥∥∥Ψ̃([u ∗K(k),κ(k)]6k=1)− [κ(k) � (u ∗K(k))]6k=1

∥∥∥
∞
≤ ε

6 .

(iii) The channel-wise addition can trivially be constructed with a one-layer CNN with a
1× 1 kernel.

A concatenation of the above three CNNs concludes the proof.

Recall that the prolongation and its counterpart, the weighted restriction, are essential
operations in the multigrid cycle. The following remark states that these operations can
naturally be expressed as convolutions.
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Remark 19 (Weighted restriction and prolongation) Consider a two-level decompos-
ition using nested conforming P1 FE spaces V1 ⊆ V2 ⊆ H1

0 (D) on uniform square meshes.
Let P be the corresponding prolongation matrix (Definition 2). Then, there exist convolu-
tional kernels K1,K2 ∈ R1×1×3×3 such that for any FE coefficient vector

(i) u ∈ RdimV2, we have u ∗2s K1 = P Tu;

(ii) u ∈ RdimV1, we have u ∗2ts K2 = Pu.

C.4 Putting It All Together

In this section, we combine the approximation of individual computation steps of the multi-
grid algorithm by CNNs to approximate an arbitrary number of multigrid cycles by a CNN.
For the composition of the individual approximations, we first provide an auxiliary lemma.

Lemma 20 Let n ∈ N and d1, . . . , dn+1 ∈ N. For i = 1, . . . , n let fi : Rdi → Rdi+1 be
continuous functions and define F as their concatenation, i.e.,

F : Rd1 → Rdn+1 , F := fn ◦ . . . ◦ f1.

Then, for every M, ε > 0, there exist M1, . . . ,Mn > 0 and ε1, . . . , εn > 0, such that the
following holds true: If f̃i : Rdi → Rdi+1 are functions such that ‖fi − f̃i‖L∞([−Mi,Mi]di ) ≤ εi
for i = 1, . . . , n, then ∥∥∥F − f̃n ◦ . . . ◦ f̃1

∥∥∥
L∞([−M,M ]d1 )

≤ ε.

Proof We prove the statement by induction over n ∈ N. For n = 1, the statement is clear.
Define the function g : Rd1 → Rdn for n > 1 by

g := fn−1 ◦ . . . ◦ f1.

We set εn := ε/2 and Mn := ‖g‖L∞([−M,M ]d1 ) + ε < ∞ (since g is continuous). As fn
is uniformly continuous on compact sets, there exists 0 < δ ≤ ε such that for all z, z̃ ∈
[−Mn,Mn]dn with ‖z − z̃‖∞ ≤ δ we have ‖fn(z)− fn(z̃)‖∞ ≤ ε

2 .
Let now M1, . . . ,Mn−1 and ε1, . . . , εn−1 be given by the induction assumption (applied

with M = M and ε = δ) and let f̃i : Rdi → Rdi+1 be corresponding approximations for
i = 1, . . . , n− 1. Then (again by the induction assumption), it holds that∥∥∥g − f̃n−1 ◦ . . . ◦ f̃1

∥∥∥
L∞([−M,M ]d1 )

≤ δ.

Setting g̃ := f̃n−1 ◦ . . .◦ f̃1, we get ‖g̃‖L∞([−M,M ]d1 ) ≤ ‖g‖L∞([−M,M ]d1 ) + δ ≤Mn. The proof
is concluded by deriving that∥∥∥F − (f̃n ◦ . . . ◦ f̃1)

∥∥∥
L∞([−M,M ]d1 )

≤ ‖(fn ◦ g)− (fn ◦ g̃)‖L∞([−M,M ]d1 ) +
∥∥∥(fn ◦ g̃)− (f̃n ◦ g̃)

∥∥∥
L∞([−M,M ]d1 )

≤ ε

2 + ε

2 = ε.
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With the preceding preparations, we are now ready to prove our main results. We start
with the approximation of the multigrid algorithm by a CNN.
Proof of Theorem 6 The overall proof strategy consists of decomposing the function
MGm

k0,k : R3×dimVL → RdimVL , where VL = Vh, into a concatenation of a finite number of
continuous functions that can either be implemented by a CNN or arbitrarily well approx-
imated by a CNN. An application of Lemma 20 then yields that the concatenation of these
CNNs (which is again a CNN) approximates MGm

k0,k. We make the following definitions:

(i) Integrating the diffusion coefficient. Let K ∈ R1×6×3×3 be the convolutional
kernel from Lemma 15(i). For the function

fin : R3×dimVL → R8×dimVL ,

u
κ
f

 7→
 u
κ ∗K

f

 ,
it then follows from Lemma 15(i) that fin([u,κ, f ]) = [u,Υ(κh, T L), f ].

(ii) Smoothing iterations. For ` = 1, . . . , L let F` : R7×dimV` → RdimV` be defined as
in Theorem 16. Then we define

f `sm : R8×dimV` → R8×dimV` ,


u
κ(1)

...
κ(6)

f

 7→


u + ω(f − F`(u,κ(1), . . . ,κ(6)))
κ(1)

...
κ(6)

f

 .

It follows from Theorem 16 that

f `sm([u,Υ(κh, T `), f ]) = [u + ω(f −A`κh
u),Υ(κh, T `), f ].

(iii) Restricted residual. Similar as in the previous step, we define

f `resi : R8×dimV` → R9×dimV` ,


u
κ(1)

...
κ(6)

f

 7→


u
f − F`(u,κ(1), . . . ,κ(6))

κ(1)

...
κ(6)

f


,

and get from Theorem 16 that

f `resi([u,Υ(κh, T `), f ]) = [u, f −A`κh
u,Υ(κh, T `), f ].
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Let now [K1, . . . ,K6] ∈ R6×6×3×3 be the convolutional kernel from Lemma 15(ii) and
P`−1 ∈ RdimV`×dimV`−1 the prolongation matrix from Definition 2 (where its transpose
acts as the weighted restriction), then we define

f `rest : R9×dimV` → R8×dimV` × R8×dimV`−1 ,



u
r
κ(1)

...
κ(6)

f


7→




u
κ(1)

...
κ(6)

f




0
κ(1) ∗K1

...
κ(6) ∗K6

P T`−1r





.

Note that Υ(κh, T `, k) ∗Kk = Υ(κh, T `−1, k) for k = 1, . . . , 6.

(iv) Add coarse grid correction to fine grid. As above, let P`−1 ∈ RdimV`×dimV`−1 be
the prolongation matrix from Definition 2. We define the function

f `prol : R8×dimV` × R8×dimV`−1 → R8×dimV` ,




u
κ(1)

...
κ(6)

f


(

e
...

)


7→


u + P`−1e
κ(1)

...
κ(6)

f

 .

(v) Return solution. We define

fout : R8·dimV` → RdimV` ,


u
κ(1)

...
κ(6)

f

 7→ u.

We assemble a single V-cycle VC`k0,k on level ` = 2, . . . , L as follows

VC`k0,k :=
(
©k
i=1f

`
sm

)
◦ f `prol ◦ (Id,VC`−1

k0,k
) ◦ f `rest ◦ f `resi ◦

(
©k
i=1f

`
sm

)
,

VC1
k0,k :=©k0

i=1f
1
sm.

(12)
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Finally, MGm
k0,k is given by:

MGm
k0,k = fout ◦

(
©m
i=1VCLk0,k

)
◦ fin. (13)

It is easy to see that the above defined functions are continuous and, thus, Lemma 20
dictates the accuracy with which to approximate each part of the multigrid algorithm (f `sm,
f `prol, f `rest, f `resi, fLin, fLout) on each level ` = 1, . . . , L to yield a final approximation accuracy
of δ > 0 for inputs bounded by M > 0.

On each level ` = 1, . . . , L, we derive the approximations fulfilling these requirements for
f `sm and f `resi using Theorem 18, f `prol and f `rest as in Remark 19, and f `rest using Lemma 15.
The approximation of fLin is derived using Lemma 15 and fLout is trivially represented using a
single convolution. Concatenating the individual CNNs yields a CNN Ψ with an architecture
resembling multiple concatenated UNets, such that∥∥∥Ψ−MGm

k0,k

∥∥∥
L∞([−M,M ]3×n)

≤ δ.

The norm equivalence of ‖·‖L∞([−M,M ]3×n) and ‖·‖H1 in the finite dimensional setting dir-
ectly implies inequality (i) with a suitable choice of δ.

Equation (13) shows that the number of weights of Ψ scales proportionally to m times
the number of weights per V-Cycle. Using the notation from Section C.2, we deduct from
the construction in (12) that

M(VC1
k0,k) ∝ k0,

M(VC`k0,k) ∝ k(`− 1) + k0, ` = 2, . . . , L.

Since the number of levels is of the order log
(

1
h

)
, the parameter bound follows.

Proof of Corollary 8 Following Theorem 3, we choose the damping parameter ω > 0
and k ∈ N such that µ(k) < 1. Let m ∈ N be chosen as small as possible such that

m ≥ log
( 1
µ(k)

)−1
log

(
2C2

H1

ε

)
.

Let k0 ∈ N be given such that the contraction factor of k0 damped Richardson iterations
on the coarsest grid is smaller than µ(k). Let Ψ be the CNN from Theorem 6 setting
M = max

{
supy∈Γ ‖κy‖∞ , ‖f‖∞

}
such that for all κ, f ∈ [−M,M ]n2

∥∥∥Ψ(0,κ, f)−MGm
k0,k(0,κ, f)

∥∥∥
H1
≤ 1

2ε ‖f‖∗ .

Using the contraction property of the multigrid algorithm from Theorem 3, we get∥∥∥MGm
k0,k(0,κy, f)− vh(y)

∥∥∥
Ay
≤ µ(k)m ‖vh(y)‖Ay

≤ 1
2εC

−1
H1 ‖f‖∗ .
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This yields

‖Ψ(0,κy, f)− vh(y)‖H1

≤
∥∥∥Ψ(0,κy, f)−MGm

k0,k(0,κy, f)
∥∥∥
H1

+
∥∥∥MGm

k0,k(0,κy, f)− vh(y)
∥∥∥
H1

≤ 1
2ε ‖f‖∗ + CH1

∥∥∥MGm
k0,k(0,κy, f)− vh(y)

∥∥∥
Ay

≤ ε ‖f‖∗ .

Assuming ε ≤ 1, there is a constant C > 0 such that m ≤ C log
(

1
ε

)
. Together with the

parameter count from Theorem 6, this concludes the proof.

Proof of Corollary 9 This proof is structured as follows. We consider a multilevel
structure of V-Cycles to approximate the fine grid solution and derive error estimates for
this approximation. Similarly to Corollary 8, we show how a CNN of sufficient size is able
to represent this algorithm and translate the error estimates to the network approximation.

To this end, we introduce some constants and fix the number of V-Cycle iterations done
on each grid level: Let c := max{CH1 , Ccorr}. Fix k ∈ N such that µ(k) < 1 and set
m1, . . . ,mL ∈ N such that

mL ≥ log
( 1
µ(k)

)−1
(

log
(

2c2L

ε

)
− L log(2)

)
,

m` ≥ log
( 1
µ(k)

)−1
log(2), for ` = 1, . . . , L− 1.

For any y ∈ Γ, we denote by A`y ∈ RdimV`×dimV` be the discretized operator (4) and f` the
right hand side from Problem 2.1 on level ` = 1, . . . , L such that A`yv`(y) = f`. Moreover,
for ease of notation, we adapt the functions introduced in the proof of Theorem 6 and set

(i) for each level ` ∈ 1, . . . , L, κ`y ∈ R6×dimV` as the six channel tensor

κ`y :=
[
Υ(κy, T `, 1), . . . ,Υ(κy, T `, 6)

]
.

(ii) the function M̃Gm`

k0,k : R8×dimV → RdimV as

M̃Gm`

k0,k := f `out ◦
(
©m`
i=1VC`k0,k

)
,

such that M̃Gm`

k0,k ◦ f
`
in =©m`

i=1 MGm`
k0,k

.

We outline the following multilevel procedure for solving Problem 2.1 using multigrid with
y ∈ Γ and κy ∈ RdimVL given as input:

• κy subsampling. Using κy, compute κLy as outlined in Lemma 15 (i). Subsequently,
compute κ`y for each level ` = 2, . . . , L− 1 as shown in Lemma 15 (ii).
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• ` = 1. Solve for v1(y) using m1 iterations of the multigrid cycle. Let

ṽ1(y) := M̃Gm1
k0,k(0,κ

1
y, f).

• ` = 2, . . . , L.While v̂`(y) is the true correction with respect to the Galerkin approx-
imation v`−1(y), we introduce v̌`(y) as the correction with respect to ṽ`−1(y). To
this end, set

v̌`(y) := v`(y)− P`ṽ`−1(y),
f̃` := f` −A`yP`ṽ`−1(y) = A`yv̌`(y).

Solve A`yv̌`(y) = f̃` using m` iterations of the multigrid V-cycle and set

ṽ`(y) := M̃Gm`

k0,k(0,κ
`
y, f̃`) + P`ṽ`−1(y).

This procedure yields the following estimates using the contraction from Theorem 3.

• ` = 1. Using the contraction property from Theorem 3 and m1 ≥ − log(2)/ log(µ(k))
yields

‖ṽ1(y)− v1(y)‖A1
y
≤ 1

2c ‖f‖∗ .

• ` = 2, . . . , L− 1. Using again Theorem 3, the definitions for m`, ṽ`, v̌` and v̂` =
v` − P`v`−1, it holds

‖ṽ`(y)− v`(y)‖A`
y

=
∥∥∥M̃Gm`

k0,k(0,κ
`
y, f̃`) + P`ṽ`−1(y)− v̌`(y)− P`ṽ`−1(y)

∥∥∥
A`

y

=
∥∥∥M̃Gm`

k0,k(0,κ
`
y, f̃`)− v̌`(y)

∥∥∥
A`

y

≤ 1
2 ‖v̌`(y)‖A`

y

≤ 1
2 ‖v̂`(y)‖A`

y
+ 1

2 ‖P`ṽ`−1(y)− P`v`−1(y)‖A`
y

≤ 1
2c2
−` ‖f‖∗ + 1

2 ‖ṽ`−1(y)− v`−1(y)‖A`−1
y

.

Here, the bound on v̂`(y) follows from Equation (10).

• ` = L. By the same argument as for the case ` = 2, . . . , L− 1 together with the norm
inequality in (9) and the definition of mL, we arrive at the following estimate for the
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H1-distance on the finest level.

‖ṽL(y)− vL(y)‖H1

≤ c ‖ṽL(y)− vL(y)‖AL
y

= c
∥∥∥M̃GmL

k0,k(0,κ
L
y , f̃L)− v̌L(y)

∥∥∥
AL

y

≤ 1
2cL2Lε ‖v̌L(y)‖AL

y

≤ 1
cL

2Lε
(1

2 ‖v̂L(y)‖AL
y

+ 1
2 ‖PLṽL−1(y)− PLvL−1(y)‖AL

y

)
≤ 1
cL

2Lε
(1

2c2
−L ‖f‖∗ + 1

2 ‖ṽL−1(y)− vL−1(y)‖AL−1
y

)
.

Recursively, this yields

‖ṽL(y)− vL(y)‖H1 ≤
1
cL

2Lε
L∑
`=1

(
L∏
n=`

1
2

)
2−`c ‖f‖∗ = 1

2ε ‖f‖∗ .

In total, the procedure is comprised of downsampling operations, multigrid V-cycles
and intermediate upsampling operations, all of which can be approximated arbitrarily well
by CNNs: The downsampling of the diffusivity field is realized following Lemma 15, the
V-cycles are realized as shown in Theorem 6 and the prolongation operators for upsampling
are realized as in Remark 19. Hence, the procedure poses a concatenation of finitely many
functions each representable by CNNs up to any accuracy. Using Lemma 20 (with M = M
and ε = 1

2ε ‖f‖∗) implies the existence of a CNN Ψ such that for all y ∈ Γ and all right
hand sides f , we have

‖Ψ(κy, f)− vL(y)‖H1 ≤ ‖Ψ(κy, f)− ṽL(y)‖H1 + ‖ṽL(y)− vL(y)‖H1

≤ ε ‖f‖∗ .

The structure of the presented multilevel algorithm together with the parameter bounds
from Theorem 6, Lemma 15 and Remark 19 implies that Ψ is an ML-Net architecture and
that there exists a constant C > 0 with

M(Ψ) ≤ C
L−1∑
`=1

`+ C

(
log

(2L
ε

)
− L log(2)

)
L

≤ CL
(
L+ log

(1
ε

)
+ log(2L)− L log(2)

)
≤ CL log

(1
ε

)
+ CL2.
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