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Abstract

We analyze statistical properties of plug-in estimators for unbalanced optimal transport
quantities between finitely supported measures in different prototypical sampling models.
Specifically, our main results provide non-asymptotic bounds on the expected error of
empirical Kantorovich-Rubinstein (KR) distance, plans, and barycenters for mass penalty
parameter C > 0. The impact of the mass penalty parameter C is studied in detail. Based
on this analysis, we mathematically justify randomized computational schemes for KR
quantities which can be used for fast approximate computations in combination with any
exact solver. Using synthetic and real datasets, we empirically analyze the behavior of the
expected errors in simulation studies and illustrate the validity of our theoretical bounds.

Keywords: Unbalanced optimal transport, Barycenters, Statistical deviation bounds,
(p, C)-Kantorovich-Rubinstein distance, Tree-Approximation, Resampling

1. Introduction

Optimal transport (OT) (for a detailed mathematical discussion see e.g. Villani, 2008; San-
tambrogio, 2015) has been a focus of attention in various research fields for a long time.
More recently, its powerful geometric features promoted by improved computational tools
(see e.g. Chizat et al., 2018a; Peyré and Cuturi, 2019; Guo et al., 2020; Lin et al., 2020)
have turned OT into a promising new tool for modern data analysis with applications in
machine learning (Frogner et al., 2015; Arjovsky et al., 2017; Schmitz et al., 2018; Yang
et al., 2018; Vacher et al., 2021), computer vision (Baumgartner et al., 2018; Kolkin et al.,
2019), computational biology (Evans and Matsen, 2012; Gellert et al., 2019; Klatt et al.,

∗. These authors contributed equally
†. Additionally: Max Planck Institute for Multidisciplinary Science, Am Faßberg 11, 37077 Göttingen and

University Medical Center Göttingen, Cluster of Excellence 2067 Multiscale Bioimaging - From molecular
machines to networks of excitable cells

c©2025 Shayan Hundrieser, Florian Heinemann, Marcel Klatt, Marina Struleva, Axel Munk.

License: CC-BY 4.0, see https://creativecommons.org/licenses/by/4.0/. Attribution requirements are provided
at http://jmlr.org/papers/v26/22-1262.html.

https://creativecommons.org/licenses/by/4.0/
http://jmlr.org/papers/v26/22-1262.html


Hundrieser, Heinemann, Klatt, Struleva, and Munk
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Figure 1: Transport between two measures (blue and brown) with their support points
located in [0, 1]2. The respective transport plans between them are displayed by red lines
where the thickness of a line is proportional to the transported mass. (a) The measures
have been normalized to probability measures (the blue points have mass 1/6, the brown
ones have mass 1/13). (b) All points in the unnormalized measures have mass 1, therefore
the UOT plan for the (2, 2)-KRD yields a one-to-one matching between a sub-collection of
points.

2020; Tameling et al., 2021; Bunne et al., 2023), image processing (Pitié et al., 2007; Bonneel
et al., 2016; Tartavel et al., 2016) and statistical inference (Sommerfeld and Munk, 2018;
Lee and Raginsky, 2018; Mena and Niles-Weed, 2019; Panaretos and Zemel, 2019; Hallin
et al., 2021; Hallin, 2022), among others.

The wide range of applications also surfaced limitations of classical OT. In particular, the
assumption of equal total mass intensity of the measures is often inappropriate, e.g., in
the context of image processing and retrieval (Rubner et al., 1998; Pele and Werman, 2008,
2009; Rabin and Papadakis, 2015), for takings means of neuroimaging data (Gramfort et al.,
2015), when comparing radiation patterns of collider events (Komiske et al., 2019; Manole
et al., 2024b), in recovery of developmental trajectories of embryonic stem cells (Schiebinger
et al., 2019; Ventre et al., 2023), and in multi-color super-resolution colocalization analysis
(Naas et al., 2024). If standard OT methodology had been used in these contexts, all
measures would have needed to be normalized in order to overcome the issue of different
total mass. However, this preprocessing step would structurally change the problem and
directly impact the data analysis, in particular the underlying transport plan. For example,
when matching point clouds of different sizes the resulting plan distributes mass among
several points, whereas often it is desired to match points one-to-one which is favorable in
many applications (see Figure 1). Attempts to circumvent this issue have led to a range
of unbalanced optimal transport (UOT) proposals (see above applications and also Figalli,
2010; Liero et al., 2018; Chizat et al., 2018b; Balaji et al., 2020; Chapel et al., 2020; Le
et al., 2021, 2022; Mukherjee et al., 2021; Heinemann et al., 2023). These formulations
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extend OT concepts to general positive measures by either fixing the total amount of mass
to be transported in advance or by penalizing the hard marginal constraints inherent in
OT. These approaches also give rise to barycenters, generalizing the popular notion of OT
barycenters (Agueh and Carlier, 2011) to measures of unequal mass (Gramfort et al., 2015;
Chizat et al., 2018a; Friesecke et al., 2021; Heinemann et al., 2023).

The UOT formulation considered here is the (p, C)-Kantorovich-Rubinstein distance (KRD)
(see Section 1.1) whose structural properties and related (p, C)-barycenter have recently
been studied in detail (Heinemann et al., 2023). The (1, 1)-KRD essentially corresponds
to the notion of extended Kantorovich norms (Kantorovich and Rubinstein, 1958; Hanin,
1992) considered in the context of Lipschitz spaces and signed measures. In this context,
Guittet (2002) first introduced a discrete formulation of the problem, where he established
a Linear Program (LP) formulation which carries over to the general (p, C)-KRD. For
illustration, a comparison between the (p, C)-barycenter and the p-Wasserstein barycenter
in a simple example is displayed in Figure 2. From a data analysis point of view we find
it particularly appealing that for the (p, C)-KRD there is a clear geometrical connection
between its penalty C and the structural properties of the corresponding UOT plans and
(p, C)-barycenter. More precisely, it is shown in (Heinemann et al., 2023, Lemma 2.1) that
C controls the largest scale at which mass transport is possible in an optimal plan. This
interpretation of the (p, C)-KRD allows designing it to respect different structural properties
of the data and thus makes it a prime candidate for statistical tasks in data analysis. In
particular, this emphasizes the robustness of the (p, C)-KRD to spatial outliers, i.e., data
points which are located far in the tails. Furthermore, each support point of any (p, C)-
barycenter is contained in a finite set characterized by the value of C. This allows to adapt
OT solvers for the unbalanced problems.

Due to the unbalanced nature of the problem, however, the task of sampling from the
underlying measures requires alternative sampling schemes and different statistical mod-
elling. While for OT between probability measures there is a canonical sampling model
by i.i.d. replications from the measures, this fails for UOT, since the considered measures
are not necessarily probability measures. In this work, we address this issue and suggest
a framework underpinning UOT based statistical data analysis. To this end, we analyze
the (p, C)-KRD, the corresponding UOT plan and its barycenter in three specific statis-
tical models motivated by applications in randomized algorithms and microscopy tasks.
Notably, these models also provide a framework which potentially allows treating the alter-
native UOT models mentioned above. Throughout, we focus on finite discrete domains, as
it allows a complete analysis while imposing minimal assumptions on the ground space.

1.1 Kantorovich-Rubinstein Quantities: Distance, Plan, and Barycenter

Let (X , d) be a finite metric space with finite cardinality M := |X | and denote byM+(X ) :={
µ ∈ RM | µ(x) ≥ 0 ∀x ∈ X

}
the set of non-negative measures1 on X . The total mass of

a measure µ ∈ M+(X ) is defined as M(µ) :=
∑

x∈X µ(x) and the subset P(X ) ⊂ M+(X )

1. A non-negative measure on a finite space X is uniquely characterized by the values it assigns to each
singleton {x}. To ease notation we write µ(x) instead of µ({x}). The corresponding σ-field is always to
be understood as the power set of X .
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(a) (b) (c)

Figure 2: (a) J = 10 measures with mass 1 at each support point and different total mass
intensities (each color corresponds to a different measure) superimposed on top of each
other. (b) The OT barycenter (for squared Euclidean cost) of the normalized measures.
(c) The (2, 0.3)-barycenter of the unnormalized measures (see (3) for a rigorous definition).

of measures with total mass one is the set of probability measures. If π ∈ M+(X × X ) is
a measure on the product space X ×X its marginals are defined as π(x,X ) :=

∑
x′ π(x, x′)

and π(X , x′) :=
∑

x′∈X π(x, x′), respectively. For two measures µ, ν ∈ M+(X ) define the
set of non-negative sub-couplings as

Π≤(µ, ν) := {π ∈M+(X × X ) |π(x,X ) ≤ µ(x), π(X , x′) ≤ ν(x′)∀x, x′ ∈ X}. (1)

Following Heinemann et al. (2023), for p ≥ 1 and a parameter C > 0, the (p, C)−Kanto-
rovich-Rubinstein distance (KRD) between two measures µ, ν ∈M+(X ) is defined as

KRp,C(µ, ν) :=

(
min

π∈Π≤(µ,ν)

∑
x,x′∈X

dp(x, x′)π(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π)

)) 1
p

. (2)

For p ≥ 1, it defines a distance onM+(X ) robust to spatial outliers2 and naturally extends
the well-known p-th order OT distance defined for measures of equal total mass (Heinemann
et al., 2023). Notably, by compactness of Π≤(µ, ν) and continuity of the objective, an
optimizer π ∈ Π≤(µ, ν) of (2) always exists and is called unbalanced optimal transport plan
(UOT plan).

The (p, C)-KRD also allows defining a notion of a barycenter for a collection of measures
with (potentially) different total masses. Assume (X , d) to be embedded in some connected
ambient space3 (Y, d), e.g., a Euclidean space, and define the (p, C)-Fréchet functional

Fp,C(µ) =
1

J

J∑
i=1

KRp
p,C(µi, µ). (3)

2. As a toy example, let µx,α := αδ0 + (1− α)δx and να := αδ0 + (1− α)δ1 for x ≥ 0 and α ∈ [0, 1]. Then,
KRD1,C(µx,α, να) = (1− α) min(|x− 1|, C) and W1(µx,α, να) = (1− α)|x− 1|, asserting for x→∞ and
α↗ 1 that KRD1,C(µx,α, να)→ 0; but if α = 1−min(1, x−1+ε) for ε > 0, then W1(µx,α, να)→∞.

3. We assume the metric on X ⊂ Y to be the metric of Y restricted to X .

4



(p,C)-Kantorovich-Rubinstein: Sampling and Approximation

Any minimizer of this functional in M+(Y) is said to be a (p, C)-Kantorovich-Rubinstein
barycenter of µ1, . . . , µJ or (p, C)-barycenter for short4. The objective functional Fp,C is
referred to as (unbalanced) (p, C)-Fréchet functional and the so-called Borel barycenter ap-
plication is defined as TL,p(x1, . . . , xL) ∈ argminy∈Y

∑L
i=1 d

p(xi, y). Define the full centroid
set5 of the measures

CKR(J, p) =
{
y ∈ Y | ∃L ≥ dJ/2e, ∃(i1, . . . , iL) ⊂ {1, . . . , J},

x1, . . . , xL : xl ∈ supp(µil)

∀l = 1, . . . , L : y = TL,p(x1, . . . , xL)
}
,

(4)

and based on it the restricted centroid set

CKR(J, p, C) =
{
y = TL,p(x1, . . . , xL) ∈ CKR(J, p) | ∀1 ≤ l ≤ L :

dp(xl, y) ≤ Cp;
L∑
i=1

dp(xl, y) ≤ Cp(2L− J)

2

}
.

(5)

According to (Heinemann et al., 2023, Theorem 2.5), any (p, C)-barycenter is finitely sup-
ported, and its support is included in the restricted centroid set CKR(J, p, C). This is
critical, as it allows us to restrict theoretical analysis as well as computational methods to
the scenario all measures involved have finite support. Moreover, it permits an additional
degree of interpretability of the mass penalization parameter C which might be of interest
for specific applications.

1.2 On Plug-in Estimators for Optimal Transport

In practice, one often does not have access to the population measures µ, ν, µ1, . . . , µJ ,
respectively, and they need to be estimated from data. For probability measures the most
common statistical model assumes access to i.i.d. data X1, . . . , XN ∼ µ (and similar for
ν, µ1, . . . , µJ). A commonly used estimator is the empirical measure µ̂N = (1/N)

∑N
k=1 δXk ,

where δX denotes the (random) point measure at location X. In light of the ongoing field
of statistical OT, there are various topics of interest which have been extensively analyzed.

First, the metric property of the p-Wasserstein distance Wp (see, e.g., Villani (2008)) allows
using it to evaluate the statistical accuracy of the estimator µ̂N in estimating µ (Dudley,
1969; Fournier and Guillin, 2015; Weed and Bach, 2019). On the other hand, it is of similar
interest to investigate the behavior of Wp(µ̂N , ν̂N ) as an estimator for the true functional
Wp(µ, ν), which in general yields statistically efficient estimators (Sommerfeld et al., 2019;
Staudt and Hundrieser, 2023; Hundrieser et al., 2024c; Manole and Niles-Weed, 2024),
although for continuous settings under appropriate smoothness assumptions improvements

4. For the sake of readability, the weights in this definition are fixed to 1/J . Adaptation of all results to
arbitrary positive weights λ1, . . . , λJ summing to one is straightforward.

5. There are scenarios where multiple sets fulfil the definition of the centroid set, since there might be
multiple points that minimize the barycentric application. In this case, a fixed representative is chosen
and there still exists a choice of centroid set which contains the support of the (p, C)-barycenter.

5



Hundrieser, Heinemann, Klatt, Struleva, and Munk

are possible (Niles-Weed and Berthet, 2022). In addition to that, considerable interest has
been put in deriving distributional limits for the OT plan (Klatt et al., 2022; Liu et al., 2023)
for the discrete setting as well as estimating the OT map in the continuous setting (Hütter
and Rigollet, 2021; Deb et al., 2021b; Manole et al., 2024a) under smoothness assumptions
and in the semi-discrete setting (Sadhu et al., 2024; Hundrieser et al., 2024b; del Barrio
et al., 2024). For OT barycenters based on empirical measures significantly less is known,
though recently some progress has been made in the context of finitely supported measures
(Heinemann et al., 2022). Extending such results to general measures is not obvious and
requires the need for alternative statistical modelling.

1.3 Contributions: Statistical Models and Deviation Bounds

The key contributions are summarized as follows. First, we propose three prototypical sta-
tistical models for general measures on finite spaces: the multinomial model, the Bernoulli
model, and the Poisson intensity model. Each model gives rise to a specific measure esti-
mator. For each model, we then analyze the statistical performance of plug-in estimators
in approximating one of the following four quantities:

(A) The population measure with respect to the (p, C)-Kantorovich-Rubinstein distance
and in total variation norm (Section 2).

(B) The (p, C)-Kantorovich-Rubinstein distance between two population measures in mean
absolute deviation (Section 2).

(C) The unbalanced optimal transport plan between two population measures with respect
to the Hausdorff distance induced by the total variation norm (Section 3).

(D) The (p, C)-barycenter of a finite collection of population measures in terms of the
excess Fréchet function value and (p, C)-Kantorovich-Rubinstein distance (Section 4).

In addition to our theoretical analysis we show how our results can be employed for ran-
domized computation with statistical guarantees (Section 5). Finally, we perform various
simulations which showcase the performance of the introduced empirical estimators for dif-
ferent quantities above (Section 6).

1.3.1 Statistical models

In the following, we formalize the three statistical models and provide specific motivations
for each. For an illustration of different realizations of these estimators see Figure 3.

Multinomial Model

For the multinomial model, we consider i.i.d. random variables X1, . . . , XN∼ µ
M(µ) , where

the total intensity M(µ) is assumed to be known and strictly positive. The corresponding
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unbiased empirical estimator is then defined as

µ̂N :=
M(µ)

N

∑
x∈X
|{k ∈ {1, . . . , N} | Xk = x}| δx. (6)

This estimator is exactly the standard empirical measure associated to µ
M(µ) but rescaled

with M(µ). Insofar, this model extends the classical sampling approach for probability
measures to measures of positive mass. A key motivation for introducing this model is
resampling for randomized computation of UOT quantities. In real world data analysis it is
common to encounter data (e.g., high-resolution images) which are out of reach for current
state-of-the-art OT solvers. One idea in this scenario is to replace each measure by its
empirical version and then compute the respective UOT quantity between these surrogates.
For probability measures, this was introduced for the p-Wasserstein distance (Sommerfeld
et al., 2019) and the p-Wasserstein barycenter (Heinemann et al., 2022). Statistical deviation
bounds allow balancing computational complexity and approximation accuracy in terms of
the sample size N . For more details on randomized computation in the present context we
refer to Section 5.

  Population measure
  Multinomial model
  realization 1

  Multinomial model
  realization 2

  Multinomial model
  realization 3

  Multinomial model
  realization 4

  Multinomial model
  realization 5

  Population measure
  Bernoulli model
  realization 1

  Bernoulli model
  realization 2

  Bernoulli model
  realization 3

  Bernoulli model
  realization 4

  Bernoulli model
  realization 5

  Population measure
  Poisson model
  realization 1

  Poisson model
  realization 2

  Poisson model
  realization 3

  Poisson model
  realization 4

  Poisson model
  realization 5

Figure 3: Realizations of measure estimators for the population measure (left column)
based on the multinomial model with N = 2000 (top), Bernoulli model with homogeneous
thinning s = 0.75 (middle) and Poisson intensity model with s = 0.75 and t = 5 (bottom).
The thickness of each circle represents the mass assigned to the respective point.
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Bernoulli Model

For the Bernoulli model we consider measures µ with µ(x) = 1 for all x ∈ supp(µ). Thus,
the measure µ represents a point cloud in the ambient space Y with the total mass being
the cardinality of the point cloud. We restrict the model to this setting, but we stress
that generalizations to arbitrary masses at the individual locations are straightforward.
For each location x ∈ X we assume to observe independent Bernoulli random variables
Bx∼Ber(sxµ(x)) with a fixed success probability sx ∈ (0, 1]. We denote sX := (sx1 , . . . , sxM )
where x1, . . . , xM is an enumeration of all elements of X , |X | = M and refer to sX as success
vector. A suitable unbiased estimator for µ is defined by

µ̂sX :=
∑
x∈X

Bx
sx
δx. (7)

This estimator models a potentially spatio-heterogenous thinning of the measure µ in terms
of Bernoulli random variables such that the total mass of µ̂sX is close (but not always
equal) to the total mass of µ. Notably, the Bernoulli field (Bx)x∈X is a prototypical model for
incomplete data, where data is missing at random and the Bernoulli variables serve as labels
for this. It further arises, e.g., in the context of generalized linear models where the regressor
X is linked to Bx by a link function in a non-parametric fashion. The Bernoulli model also
underlies the sampling scheme for the subsequent Poisson intensity model, which occurs,
e.g., in various imaging devices, such as fluorescence cell microscopy. There, fluorescent
markers are, e.g., chemically attached to each protein within a complex protein ensemble
and then are excited with a laser beam. The resulting, emitted photons indicate the spatial
position of the objects of interest in the proper experimental setup (Kulaitis et al., 2021).
However, the marker has a limited labelling efficiency sx ∈ (0, 1] at each location x ∈ X , and
we only observe a location which has been labelled by the marker and finally emits photons.
We refer to Aspelmeier et al. (2015) for the further discussion on statistical aspects of high-
resolution fluorescence microscopy.

Poisson Intensity Model

For the Poisson intensity model we fix a parameter t > 0 and a success probability s ∈ (0, 1].
Consider a collection of |X | independent Poisson random variables Px∼Poi(tµ(x)) with
intensity tµ(x) at each location x ∈ X and independently of them Bernoulli random variables
Bx ∼ Ber(s) for each x ∈ X. A suitable unbiased estimator for µ is defined by

µ̂t,s :=
1

st

∑
x∈X

BxPxδx. (8)

In contrast to the Bernoulli model, in this model the success probability is assumed to
be homogeneous (as opposed to the inhomogeneous probabilities in the Bernoulli model,
though such generalizations are straightforward) and the values of the population measures
at each support point are not necessarily equal to one. Hence, we have two independent
layers of randomness in the construction of this empirical measure. First, we draw a location
x with a certain probability s, then we observe random photon counts driven by a Poisson

8



(p,C)-Kantorovich-Rubinstein: Sampling and Approximation

distribution based on the mass of µ and the value of t.
This model is motivated by various tasks in photonic imaging, for example, fluorescence
microscopy, X-ray imaging and positron emission tomography (PET), see Munk et al. (2020)
for a survey. The finite space X represents the center of bins of a detection interface used
to measure the emitted photons. The value µ(x) corresponds to the integrated underlying
photon intensity over its respective bin. This intensity is proportional to an external source,
such as a laser duration in fluorescence microscopy and modelled by the parameter t > 0.
The Bernoulli random variable Bx models the possibility that in the bin of x a photon
can not be recorded. This might be due to various effects that cause thinning, such as
limited labelling efficiency, dead time of cameras or a loss of photons due to sparse detector
tubes. The value of Px corresponds to the number of photons which have been measured
at the bin of x. Note that besides Bx there might be also additional effects present which
do not disable the whole bin, but just prevent a single photon from being measured. All
this causes a thinning of the process and is incorporated in the probability s′ ∈ (0, 1] that
a single photon at any bin and any point in time can not be measured. In this case, the
model can be shown to be equivalent to a Poisson model with parameter ts′ > 0 instead of t
(Aspelmeier et al., 2015), and is thus a special case of the general Poisson intensity model.

1.3.2 Summary of Statistical Deviation Bounds

Concerning approximation of population measure by its empirical counterpart, we show
in Section 2 that there exist constants EMult

p,X ,µ(C), EBer
p,X ,µ(C), EPoi

p,X ,µ(C) such that for any
measure µ and its estimator µ̂, with p ≥ 1, in each of the three statistical models it holds,

E [KRp,C (µ̂, µ)] ≤


EMult
p,X ,µ(C)

1
p N

− 1
2p , if µ̂ = µ̂N , (Multinomial)

EBer
p,X ,µ(C)

1
p ψ(sX )

1
p , if µ̂ = µ̂sX , (Bernoulli)

EPoi
p,X ,µ(C)

1
p φ(t, s)

1
p , if µ̂ = µ̂t,s, (Poisson)

(9)

where for the Multinomial model we obtain a scaling rate of N
− 1

2p , for the Bernoulli model

ψ(sX ) =


(
2
∑

x∈X (1− sx)
)
, if C ≤ dmin := minx 6=x′ d(x, x′),(∑

x∈X
1−sx
sx

) 1
2
, else,

and for Poisson intensity model

φ(t, s) =


(

2(1− s)M(µ) + s√
t

∑
x∈X

√
µ(x)

)
, if C ≤ dmin,(

1
stM(µ) + 1−s

s

∑
x∈X µ(x)2

) 1
2 , else.

Notably, in the multinomial model for N → ∞, in the Poisson model for t → ∞, s → 1
and in the Bernoulli model for sX → 1X , these upper bounds tend to zero. Our approach
enables an explicit characterization of the constants EMult

p,X ,µ(C), EBer
p,X ,µ(C), EPoi

p,X ,µ(C) in terms
of structural properties of the measures and space, such as total mass intensity and covering
numbers (for details see Section 2 and Appendices A and B). We believe this to be partic-
ularly relevant for statistical tasks surrounding the KRD. As an example, we comment on
the behavior of the constants if X is a subset of Rd equipped with Euclidean metric.
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Example 1 (Compact ground space in RD) For finitely supported measures on the unit
ball in RD with |X | support points and the Euclidean distance as the metric, it holds for
p = 2 and D ≥ 1 up a universal constant6 (see Section 2.4 and Appendices A and B) that

EMult
2,X ,µ(C)

M(µ) + M(µ)1/2
, EBer

2,X ,µ(C), EPoi
2,X ,µ(C) .


C2, if C ≤ dmin or D < 4,

C2 + log2(|X |), if C > dmin and D = 4,

C2 + |X |
1
2
− 2
D , if C > dmin and D > 4.

In particular, for D < 4 the constants are independent of the cardinality of the space |X |,
for D = 4 the dependence is logarithmic and for D > 4 there is a polynomial dependency in
|X |. We note however that the upper bound adapt to the intrinsic dimension of the domain
on which the finite measure is supported, e.g., if a measure is supported on a D′ < D di-
mensional subspace of [0, 1]D (e.g., a submanifold), then in the upper bound the dependency
reduces to D′ and where the suppressed constant depends on the domain.

In addition, we also establish related convergence statements with respect to the total
variation norm (Theorem 4). Controlling the empirical estimator with respect to the (p, C)-
KRD and total variation norm enables us to draw conclusions on the performance of plug-in
estimators for the (p, C)-KRD. Indeed, by reverse triangle inequality and our stability bound
in Section 2, Lemma 3 it holds

E [|KRp,C(µ̂, ν̂)−KRp,C(µ, ν)|] ≤min
(
E [KRp,C(µ̂, µ)] + E [KRp,C(ν̂, ν)] ,

2CpKR1−p
p,C (µ, ν) (E [TV(µ̂, µ)] + E [TV(ν̂, ν)])

)
,

(10)

where TV(µ, ν) =
∑

x∈X |µ(x)− ν(x)| is the total variation distance. This asserts that the
KRp,C(µ, ν) is well-approximated by KRp,C(µ̂, ν̂) as soon as the empirical estimators µ̂ and
ν̂ approximate the population measures well (Corollary 7 and Theorem 8).

In addition to the UOT values as in (10), we also establish a novel quantitative stability
bound for UOT plans with parameters p ≥ 1 and C > 0. Since UOT plans are not
necessarily unique, our stability result is stated for the collection of UOT plans P∗p,C(µ, ν)
and is quantified in terms of the Hausdorff distance HTV induced by the total variation
norm (Theorem 11),

HTV

(
P∗p,C(µ̂, ν̂),P∗p,C(µ, ν)

)
≤ 4 (|X |+ 1) (TV(µ̂, µ) + |M(µ̂)−M(µ)|+ TV(ν̂, ν) + |M(ν̂)−M(ν)|) .

Based on this bound, we can make quantitative statements about the performance of plug-in
estimators for UOT plans (Theorem 12). Notably, we also establish a quantitative stability
bound for balanced OT.

Finally, the convergence analysis of empirical estimators with respect to the (p, C)-KRD
also enables us to draw conclusions for (p, C)-barycenters (defined in (3)), see Theorems 16
and 17. To elaborate, let µ∗ be any (p, C)-barycenter of the population measures µ1, . . . , µJ

6. We write A . B if there exists a universal constant κ > 0 such that A ≤ κB.

10
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and let µ̂? be any (p, C)-barycenter of the empirical measures µ̂1, . . . , µ̂J . Since neither
µ? nor µ̂? is necessarily unique, we quantify the error of the empirical counterpart B̂? in
approximating the population set B? via (recall (3))

Fp,C(µ̂?)− Fp,C(µ?) and sup
µ̂?∈B̂?

inf
µ?∈B?

KRp,C(µ?, µ̂?). (11)

Notably, the term on the right-hand side quantifies the maximal difference between an em-
pirical barycenter to the closest population barycenter. Although this is a slightly weaker
result than the analysis in terms of the Hausdorff distance, it is sufficient for practical
considerations, as it details how well the “worst choice” for the empirical barycenters ap-
proximates its population counterpart. Both expressions in (11) can be related to the
(p, C)-KRD error between empirical and population measure in (9), which enables us to
quantify the performance of empirical barycenters.

2. Empirical Kantorovich-Rubinstein Distances

In this section we investigate the Poisson model and analyze how fast the empirical measure
estimator tends to its population counterpart in terms of the (p, C)-Kantorovich-Rubinstein
distance and the total variation norm. These bounds allow us to quantify how fast the
plug-in estimator tends to the population (p, C)-Kantorovich-Rubinstein distance. Results
for the multinomial and Bernoulli model follow along the same reasoning. Corresponding
deviation bounds and proofs are provided in Appendices A and B.

2.1 Stability Bounds for Kantorovich-Rubinstein Distance

The convergence results of this section are based on novel stability bounds for the UOT
distance, which we detail in the following. The first is based on a tree approximation of the
space X (Lemma 1), whereas the second relies on the dual formulation of the UOT cost
(Lemma 3). The proofs for this section are detailed in Appendix D.1.

2.1.1 Stability Bound via Tree Approximation of Domain

Let T = (V,E) be a rooted, ultrametric tree with height function h : V −→ R+ and root r.
For two nodes u, v ∈ V , denote the unique path between u and v in T by P(u, v). For a node
v ∈ V its children are the elements of the set C(v) = {w ∈ V | v ∈ P(w, r)}. The parent
par(v) of a node v is the unique node with (par(v), v) ∈ E and h(v) < h(par(v)). For any
C > 0, define the set

R(C) := {v ∈ V | h(v) ≤ C/2 < h(par(v))} (12)

with the convention that R(C) = {r} if C
2 ≥ h(r). The goal is to control the (p, C)-KRD

on the finite metric space (X , d) by bounding it from above by a dominating distance dT
induced7 from a tree T with the elements of X as vertices and a height function h such

7. For two vertices of the tree T , we define their distance dT as the sum of the weights of the edges included
in the unique path between the two vertices. Here, the weight of an edge joining two vertices v and
par(v) is given by h(par(v))− h(v).

11



Hundrieser, Heinemann, Klatt, Struleva, and Munk

that d(x, x′) ≤ dT (x, x′). In this case and by the definition of the Kantorovich-Rubinstein
distance it holds for all measures µ, ν ∈M+(X ) that

KRp,C(µ, ν) ≤ KRdpT ,C
(µ, ν), (13)

where KRdpT ,C
(µ, ν) denotes the (p, C)-KRD w.r.t. the ground space (X , dT ). Moreover, if

T is an ultrametric tree with leaf nodes L and height function h : V → R+ inducing7 the
tree metric dT and the two measures µL, νL ∈ M+(L) supported on the leaf nodes of T ,
then it holds (Heinemann et al., 2023, Theorem 2.3) that

KRp
dpT ,C

(
µL, νL

)
=∑

v∈R(C)

(
2p−1

∑
w∈C(v)\{v}

(
(h(par(w))p − h(w)p)

∣∣µL(C(w))− νL(C(w))
∣∣ )

+

(
Cp

2
− 2p−1h(v)p

) ∣∣µL(C(v))− νL(C(v))
∣∣).

(14)

The construction of T , such that (13) holds, is as follows. Fix some depth level L ∈
N. For some resolution q > 1 and level j = 0, . . . , L define the covering set8 Qj :=
N (X , q−jdiam(X )) ⊂ X and let QL+1 := X . Any point x ∈ Qj is considered as a node at
level j of a tree T and denoted as (x, j) to emphasize its level position. An illustration of
this approximation is given in Figure 4. For level j = 0 this yields a single element in Q0

which serves as the root of the tree. For j = 0, . . . , L a node (x, j) at level j is connected to
one node (x′, j + 1) at level j + 1 if their distance satisfies d(x, x′) ≤ q−jdiam(X ) (ties are
broken arbitrarily). The edge weight of the corresponding edge is set equal to q−jdiam(X ).
Consequently, the height of each node only depends on its assigned level 0 ≤ l ≤ L+ 1 and
is defined as hq,L : {0, . . . , L+ 1} → R by 9

hq,L(l) =
L∑
j=l

q−jdiam(X ) =
q1−l − q−L

q − 1
diam(X ). (15)

By definition the space X is embedded in level L + 1 as the leaf nodes of T with height
hq,L(L + 1) = 0. By a straightforward computation it holds for two points x, x′ ∈ X
considered as embedded in T as (x, L+ 1) and (x′, L+ 1) that

dp(x, x′) ≤ dpT ((x, L+ 1), (x′, L+ 1)). (16)

8. For a metric space (X , d) an ε-cover is a set of points {x1, . . . , xm} ⊂ X such that for each x ∈ X , there
exists some 1 ≤ i ≤ m such that d(x, xi) ≤ ε. The smallest such set is denoted as N (X , ε).

9. The construction of the ultra-metric tree is based on approximating the underlying domain at varying
precisions (δ0, . . . , δL) = (q−l diam(X ))l=0,...,L with as few points as possible. If one were to select the
precisions differently, the height function would change to h(l) :=

∑L
j=l δj , possibly leading to different

convergence statements. Our choice is inspired by that of Dereich et al. (2013) and Fournier and Guillin
(2015), who derived sharp rates of convergence for the empirical Wasserstein distance in Euclidean
settings. Based on this choice, we establish in Section 2.4 convergence results for different regimes which
align with those of previous articles.

12
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(a)

(b)

Figure 4: Ground metric approximation by an ultrametric tree distance: (a) A
finite metric space (X , d) and its covering sets Q0 (black), Q1 (red) and Q2 (green) for
L = 2. (b) Based on the covering sets from (a) an ultrametric tree is constructed. The
metric space X is embedded in level L+ 1 = 3 and equal to all leaf nodes of that tree.

13
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The measures µ, ν are embedded into T as measures µL, νL supported only on leaf nodes
of T , and thus it follows from (16) that

KRp,C(µ, ν) ≤ KRdpT ,C

(
µL, νL

)
.

In combination with the closed formula from (14) this yields an upper bound on the (p, C)-
KRD. Whenever clear from the context the notation is alleviated by writing v ∈ Ql instead
of (v, l) ∈ Ql.

Lemma 1 Let (X , d) be a finite metric space and let µ, ν ∈M+(X ) with total mass M(µ)
and M(ν), respectively. Let p ≥ 1 and C > 0. Then for any resolution q > 1, depth L ∈ N
and height function (15) with

hq,L(k) =
q1−k − q−L

q − 1
diam(X )

it holds that

KRp
p,C(µ, ν) ≤



(
Cp

2 − 2p−1hq,L(0)p
)
|M(µ)−M(ν)|

+Bq,p,L,X (1),

if C ≥ 2hq,L(0),

Bq,p,L,X (l − 1),

if 2hq,L(l) ≤ C < 2hq,L(l − 1),

Cp

2 TV(µ, ν),

if C ≤
(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
,

where we define

Bq,p,L,X (l) := 2p−1
L+1∑
j=l

∑
x∈Qj

(hq,L(j − 1)p − hq,L(j)p)
∣∣µL(C(x))− νL(C(x))

∣∣ .
Remark 2 According to Theorem 1, for any two measures µ, ν ∈ M+(X ) and C ≤(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
it always holds that KRp

p,C(µ, ν) ≤ Cp

2 TV(µ, ν) ≤ Cp

2 . In par-
ticular, for C ↘ 0 this implies that

sup
µ,ν∈M+(X )

KRp
p,C(µ, ν)

1 + M(µ+ ν)
≤ Cp

2

TV(µ, ν)

1 + M(µ+ ν)
≤ Cp

2
↘ 0.

2.1.2 Stability Bound via Dual Formulation

The stability bound based on the tree construction from previous subsection yields sharp
statements about the convergence of the measure estimator to its population counterpart.

14
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By triangle inequality, this yields sharp convergence rates for plug-in estimators of the KRD
when population measures are close, but they are suboptimal when the population measures
are strictly separated. In this subsection we follow a different approach to derive a stability
bound for the KRD which is inspired by Chizat et al. (2020) and Manole and Niles-Weed
(2024) and based on the dual representation of the KRD.

Lemma 3 Let (X , d) be a finite metric space and consider two pairs of measures µ1, ν1, µ2, ν2 ∈
M+(X ). Let p ≥ 1 and C > 0. Then, it follows that

|KRp
p,C(µ1, ν1)−KRp

p,C(µ2, ν2)| ≤ Cp

2



4
(
TV(µ1, µ2) + TV(ν1, ν2)

)
,

if C > min{∆(µ1, ν1),∆(µ2, ν2)},(∣∣M(µ1)−M(µ2)
∣∣+
∣∣M(ν1)−M(ν2)

∣∣) ,
else,

(17)

where we define

∆(µ, ν) :=

{
minx∈supp(µ),x′∈supp(ν) d(x, x′), if µ 6= 0 and ν 6= 0,

+∞, if µ = 0 or ν = 0.

Moreover, under KRp,C(µ1, ν1) ≥ δ > 0 it holds that

|KRp,C(µ1, ν1)−KRp,C(µ2, ν2)| ≤ δ1−p|KRp
p,C(µ1, ν1)−KRp

p,C(µ2, ν2)|.

2.2 (p,C)-Kantorovich-Rubinstein Deviation Bound

In this section we first derive statistical deviation bounds for approximation error empirical
estimators for their population counterpart with respect to the TV norm and (p, C)-KRD.
We then continue by analyzing the performance of plug-in estimators. The omitted proofs
of the following Theorems 4 and 5 can be found in Appendix D.2.

Theorem 4 (Expected deviation of estimator in TV and KRD) Let (X , d) be a fi-
nite metric space and µ ∈ M+(X ) with total mass M(µ). Let µ̂t,s be the estimator from
(8). Then, for any p ≥ 1 and C > 0 it holds that

E
[
KRp

p,C (µ̂t,s, µ)
]
≤ CpE [TV (µ̂t,s, µ)] ≤ Cp

(
2(1− s)M(µ) +

s√
t

∑
x∈X

√
µ(x)

)
.

Theorem 5 (Expected deviation of estimator in KRD) Let (X , d) be a finite metric
space and µ ∈ M+(X ). Let µ̂t,s be the estimator from (8). Then, for any p ≥ 1, C > 0,
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resolution q > 1 and depth L ∈ N it holds that

E [KRp,C (µ̂t,s, µ)] ≤ EPoi
p,X ,µ(C, q, L)1/p



(
2(1− s)M(µ) + s√

t

∑
x∈X

√
µ(x)

) 1
p
,

if C ≤
(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
,

(
1
stM(µ) + 1−s

s

∑
x∈X µ(x)2

) 1
2p ,

else.

For

Aq,p,L,X (l) := diam(X )p2p−1

q−Lp|X | 12 +

(
q

q − 1

)p L∑
j=l

qp−jp|Qj |
1
2

 ,

the constant is equal to

EPoi
p,X ,µ(C, q, L) =



(
Cp

2 − 2p−1
(
q−q−L
q−1 diam(X )

)p)
+Aq,p,L,X (1),

if C ≥ 2hq,L(0),

Aq,p,L,X (l),

if 2hq,L(l) ≤ C < 2hq,L(l − 1),

Cp

2 ,

if C ≤
(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
,

Furthermore, for p = 1 the factor q
(q−1) in Aq,1,L,X (l) can be removed for all l = 1, . . . , L.

The constant EPoi
p,X ,µ(C, q, L) is reminiscent of the constants for similar deviation bounds

for optimal transport between finitely supported measures (Boissard and Le Gouic, 2014;
Sommerfeld et al., 2019). However, in the case of UOT one finds an interesting case dis-
tinction into roughly three cases depending on the relation between the penalty parameter
C of the (p, C)-KRD and the resolution q and depth L of the tree approximation. The
different constants arise from the fact that C controls the maximal range at which trans-
port occurs in an UOT plan. In particular, if d(x, x′) > Cp, then for any UOT plan π
it holds π(x, x′) = 0. If C is sufficiently large (C ≥ 2h(0)), i.e., larger than the diameter
of X , then EPoi

p,X ,µ(C, q, L) coincides with the deviation bounds for usual optimal transport,
however, there is an additional summand arising from the necessary estimation of the true
total mass M(µ) (see also Lemma 1). For sufficiently small C, e.g., C < minx 6=x′ d(x, x′),
the (p, C)-KRD is proportional to the TV distance, hence we obtain a constant which is
oblivious to the geometry of the ground space (see Theorem 4). For an intermediate value
of C, the UOT problem on the ultra-metric tree T decomposes into smaller problems on
subtrees of T (for details see the proof of (14) in Heinemann et al. (2023)) depending on
C. The expected (p, C)-KRD error then depends on the size of these subtrees and the mass
estimation error inherent to the total mass on these subtrees.
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Remark 6 Since the deviation bound holds for any resolution q > 1 and depth L ∈ N
one can optimize and equivalently state upper bounds in terms of the infimum over those
parameters. When the dependence on q or L is omitted, it is assumed that the infimum over
those parameters has been taken, i.e.

EPoi
p,X ,µ(C) = inf

L∈N,q>1
EPoi
p,X ,µ(C, q, L).

From the reverse triangle inequality we immediately obtain the following corollary from
Theorem 5.

Corollary 7 (Expected deviation of empirical KRD) Let (X , d) be a finite metric
space and µ, ν ∈M+(X ). Let µ̂t,s, ν̂t,s be the estimator from (8) for each of these measures,
respectively. Then, for any p ≥ 1, resolution q > 1 and depth L ∈ N it holds that

E [|KRp,C (µ̂t,s, ν̂t,s)−KRp,C (µ, ν)|]

≤EPoi
p,X ,µ(C, q, L)1/p



(
2(1− s)M(µ+ ν) + s√

t

∑
x∈X (

√
µ(x) +

√
ν(x)

) 1
p
,

if C < minx 6=x′∈X d(x, x′),(
1
stM(µ+ ν) + 1−s

s

∑
x∈X (µ(x)2 + ν(x)2)

) 1
p ,

else.

The deviation bound established in Theorem 7 is sharp in the sense that they are optimal
up to constants for the regime where µ = ν (see Section 2.3). Moreover, even if µ and ν
differ but are permitted to be arbitrarily close, the convergence rates are sharp. However,
if the measures are strictly separated, the rates are suboptimal, an observation which was
previously made in the context of empirical optimal transport Chizat et al. (2020); Manole
and Niles-Weed (2024). The subsequent deviation bound provides a refinement for the
empirical KRD in this regime and is based on the stability bound via duality (Lemma 3).

Theorem 8 (Expected deviation of empirical KRD under separation) Consider the
same setting as in Corollary 7 and assume additionally that KRp,C(µ, ν) ≥ Cδ > 0. Then
it follows that

E [|KRp,C (µ̂t,s, ν̂t,s)−KRp,C (µ, ν)|]

≤ δ
1−pC

2



4
(

2(1− s)M(µ+ ν) + s√
t

∑
x∈X (

√
µ(x) +

√
ν(x))

) 1
2
,

if C > minx∈supp(µ)
x′∈supp(ν)

d(x, x′),(
1
stM(µ+ ν) + 1−s

s

∑
x∈X (µ(x)2 + ν(x)2)

) 1
2 ,

else.

Proof The result follows from Lemma 3 by plugging in the bounds of TV(µ̂t,s, µ) and
E[|M(µ̂t,s)−M(µ)|], obtained in Theorem 4 and in (31).
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In the formulation of the statement, we impose the condition that KRp,C(µ, ν) ≥ Cδ > 0.
This condition is motivated from the fact that KRp,C(µ, ν) = 2−1/pCTV(µ, ν)1/p for C <
minx 6=x′ d(x, x′). In particular, this way, we obtain a linear scaling in C in the upper bound
of Theorem 8, which captures the correct scaling (see Section 2.3).

Remark 9 To compare the established convergence results in Corollary 7 and Theorem 8,
set s = 1 and note that if µ is close to ν, the convergence rate of the empirical KRD is
of order t−1/2p, whereas under a strict separation constraint the rate is instead of order
t−1/2. This is a consequence of the fact that the p-th root functional x 7→ x1/p is Lipschitz-
continuous at the origin if and only if p = 1.

2.3 Rate Optimality

In the following, we provide some intuition and consequences of the deviation bound pro-
vided in Theorem 5. The term φ(s, t) must necessarily contain a sum of terms depending
on s and t, respectively. In particular, neither choosing s = 1 nor letting t go to infinity for
s < 1, would yield a zero error. For any fixed t > 0 and s = 1 the expected (p, C)-KRD error
is clearly non-zero as the mass of the measures at each location is in general not estimated
correctly. Similarly, for any fixed s < 1 letting t→∞ can not yield an expected (p, C)-KRD
error of zero as on average (1 − s)|X | > 0 support points of µ are not observed. However,
for s = 1 the error vanishes for t→∞, as we observe all support points of µ and then the
strong law of large numbers guarantees the convergence of the weights at each location. It
remains to verify whether the rate in t is optimal. For this, fix s = 1 and observe that

min{C,min
x 6=x′

d(x, x′)}pTV(µ, ν) ≤ KRp
p,C(µ, ν) ≤ CpTV(µ, ν). (18)

To show that the rate t−
1
2 in Theorem 5 is sharp, we prove that t

1
2 TV(µ, µ̂t,1) converges

in distribution for t→∞ to a non-degenerate distribution. By combining the central limit
theorem for Poisson random variables in conjunction with the continuous mapping theorem,
it follows for t→∞ that

t
1
2 TV(µ, µ̂t,1) = t

1
2

∑
x∈X
|µ(x)− µ̂t,1(x)| = t−

1
2

∑
x∈X
|tµ(x)− Px,t|

D−→
∑
x∈X

√
µ(x)|Zx|,

where Px,t ∼ Poi(µ(x)t) and Zx ∼ N (0, 1) with x ∈ X are jointly independent random
variables. Hence, by the Portemanteau lemma for the function x 7→ x1/p, we conclude that

lim inf
t→∞

E[t
1
2pTV(µ, µ̂t,1)

1
p ] ≥ E

[(∑
x∈X

√
µ(x)|Zx|

) 1
p
]
> 0,

In conjunction with (18), the expectation E [KRp,C(µ, µ̂t,1)] is decreasing at least with order

Ct
− 1

2p and the rate in t of Theorem 5 is thus sharp.
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To illustrate sharpness of the convergence statement Theorem 8 in the regime of different
measures, take ν = 0, which yields ν̂t = ν = 0 for all t > 0, and note that for every measure
µ on X it follows that

KRp
p,C(µ, ν) =

Cp

2
M(µ).

Then, by the central limit theorem for Poisson random variables in conjunction with the
delta method for x 7→ x1/p and the continuous mapping theorem for the absolute value
function, it follows if M(µ) > 0 for t→∞ that

t
1
2 |KRp,C(µ̂t,1, ν̂t,1)−KRp,C(µ, ν)| = t

1
2C

21/p

∣∣∣M(µ)1/p −M(µ̂t,1)1/p
∣∣∣ D−→ CM(µ)

− 1
2

+ 1
p

21/p
|Z|

for Z ∼ N (0, 1). Again invoking the Portemanteau theorem thus yields that

lim inf
t→∞

E
[
t
1
2 |KRp,C(µ̂t,1, ν̂t,1)−KRp,C(µ, ν)|

]
≥ C√

π

(
M(µ)

2

)− 1
2

+ 1
p

,

which shows that the convergence rate of order Ct−1/2 in Theorem 8 is sharp.

2.4 Explicit Bounds for Euclidean Spaces

While the constants in the previous theorem are valid on arbitrary metric spaces, more
explicit bounds can be derived for many practical applications. Thus, we assume that for
the ε-covering number of X , there exists a constant A > 0 such that

N (X , ε · diam(X )) ≤ min(Aε−α, |X |) for all ε ∈ (0, 1]. (19)

This assumption covers, for instance, the setting when X is a finite subset of an α-dimensional
submanifold of RD and with d chosen as the Euclidean distance d2. Notably, if the domain
is the unit ball {x ∈ RD| ‖x‖ ≤ 1}, then α = D and A = 2 are viable choices (Vershynin,
2018, Corollary 4.2.11). We fix q = 2 for simplicity. By repeating the argument within
this framework, we can compute explicit upper bounds on the constants in Theorem 5. For
α < 2p and L→∞, it holds

EPoi
p,X ,µ(C) ≤



Cp

2 − 22p−1diam(X )p +A1/2diam(X )p23p−1 2α/2−p

1−2α/2−p
,

if C ≥ 2hL(0),

A1/223p−1diam(X )p 2(α/2−p)l

1−2α/2−p
,

if 2hL(l) ≤ C < 2hL(l − 1),

Cp

2 ,

if C ≤ (2hL(L) ∧ dmin) .
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For α = 2p we put L = b 1
α log2(|X |)c and get

EPoi
p,X ,µ(C) ≤



Cp

2 − 2p−1
(
2− |X |−1/α

)p
diam(X )p

+23p−1diam(X )p
(
2−p +A1/2 1

α log2(|X |)
)
,

if C ≥ 2hL(0),

23p−1diam(X )p
(
2−p +A1/2

(
1
α log2(|X |)− l

))
,

if 2hL(l) ≤ C < 2hL(l − 1),

Cp

2 ,

if C ≤ (2hL(L) ∧ dmin) .

For α > 2p and L = b 1
α log2(|X |)c, it holds

EPoi
p,X ,µ(C) ≤



Cp

2 − 2p−1
(
2− |X |−1/α

)p
diam(X )p

+23p−1diam(X )p|X |1/2−p/α
(

2−p +A1/2 2α/2−2p

2α/2−p−1

)
,

if C ≥ 2hL(0),

23p−1diam(X )p
(
2−p|X |1/2−p/α

+ A1/2 2α/2−p

2α/2−p−1

(
|X |1/2−p/α − 2(α/2−p)(l−1)

))
,

if 2hL(l) ≤ C < 2hL(l − 1),

Cp

2 ,

if C ≤ (2hL(L) ∧ dmin) .

These upper bounds depend on the penalty C as well as the parameters α and A which
dictates the behavior of the covering number N (X , ε) of X at difference scales ε.

If α < 2p, then there is no dependence on |X | and the convergence of approximation error of
the empirical measure is independent of its support size. If α = 2p, then |X | enters through
a logarithmic term. If α > 2p, then the dependence becomes polynomial in |X |. These phase
transitions for the dependence on the support size align with those for empirical (balanced)
OT for an arbitrary finite subset of RD (Sommerfeld et al., 2019), corresponding to α = D.
Our results also conceptually align with rate results for the empirical Wasserstein distance
(Fournier and Guillin, 2015; Weed and Bach, 2019), namely that for α < 2p parametric
convergence rates in the sample size and independent of the domain manifest. Moreover,
for α > 2p some polynomial dependency in |X | has to manifest, since otherwise it would
imply generic parametric convergence rates in the sample size for the empirical Wasserstein
distance for α > 2p, which would contradict well-known lower bounds (Singh and Póczos,
2018; Weed and Bach, 2019). We conjecture the dependency in |X | for the different regimes
to be sharp.

A novelty for the UOT setting is the additional dependency on the different scales of C.
This is explained by the previously discussed control of C on the maximal distance at which
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transport occurs in an optimal plan. The height function is again used to specify the scale
induced by a particular choice of the parameter C. Notably, the dependence on |X | does not
change on most scales of C. There is an exception, however, for sufficiently small values of
C, where the (p, C)-KRD is equal to a scaled total variation distance. Thus, these bounds

are completely oblivious to the geometry of X in Y, though they scale as |X |
1
2 which is the

same rate we obtain for the TV bound (recall Theorem 4). As a final observation, we note
that for C > 2hL(0), these bounds essentially recover analogue bounds for empirical optimal
transport (Sommerfeld et al., 2019). However, for the (p, C)-KRD the bounds include an
additional summand based on the estimation error for the measure’s total mass intensity.

Remark 10 Assumption (19) on X can be relaxed in terms of ε. Namely, for C ≤ 2hL(L)∧
dmin the assumption is not required because in this case the UOT cost coincides with the
TV distance and the complexity of X does not play a role. For C ≥ 2hL(0), identical
upper bounds in t > 0 remain valid if (19) is satisfied for ε > t−1/(2∨α). This reflects a
multiscale behavior of the empirical plug-in estimator previously observed for empirical OT
(Weed and Bach, 2019): if the finitely supported measure is concentrated on an ε-fattened
low-dimensional domain, then for small t the constant from the low-dimensional setting will
manifest, but for t→∞ the constant degrades due to the fattening.

3. Empirical Unbalanced Optimal Transport Plans

In this section we derive novel quantitative convergence statements for empirical UOT
plans. We rely on a novel stability result for the balanced setting, which we also include as
Theorem 14 as it might be interesting on its own; the proof is stated in Appendix D.3. The
rest of the omitted proofs can be found in Appendix D.4.

To set notation, we denote the collection of UOT plans between measures µ, ν ∈ M+(X )
for parameters p ≥ 1 and C ≥ 0 by

P
∗
p,C(µ, ν) := argmin

π∈Π≤(µ,ν)

∑
x,x′∈X

dp(x, x′)π(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π)

)
. (20)

Moreover, we additionally define the domain D(C) := {(x, x′) ∈ X × X|d(x, x′) < C} and
consider the set of restricted UOT plans

P∗p,C(µ, ν) :=
{
π · 1(· ∈ D(C))

∣∣∣π ∈ P
∗
p,C(µ, ν)

}
. (21)

Lemma 36 in Appendix D.4 shows that P∗p,C(µ, ν) is a subset of P
∗
p,C(µ, ν), and that every

sub-coupling in Π≤(µ, ν) which is the sum of an element in P
∗
p,C(µ, ν) and a non-negative

measure supported on {(x, x′) ∈ X ×X | d(x, x′) = C} is contained in P
∗
p,C(µ, ν). Based on

this insight, we restrict our attention to the set of restricted UOT plans for empirical and
population measures,

P∗p,C(µ̂t,s, ν̂t,s) and P∗p,C(µ, ν),
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and quantify the accuracy in estimating the latter in terms of the former via the Hausdorff
distance induced by the total variation norm. Crucial for our analysis is the following novel
stability bound of the UOT plans.

Theorem 11 (Stability bound for UOT plans) Let (X , d) be a finite metric space and
µ1, µ2, ν1, ν2 ∈M+(X ). Then, for any p ≥ 1 and C ≥ 0 it holds that

HTV

(
P∗p,C(µ1, ν1),P∗p,C(µ2, ν2)

)
≤ 4 (|X |+ 1)

(
TV(µ1, µ2) + |M(µ1)−M(µ2)|+ TV(ν1, ν2) + |M(ν1)−M(ν2)|

)
,

where HTV denotes the Hausdorff distance induced by the total variation norm.

The proof is based on relating the collection of (restricted) UOT plans to associated OT
plans for suitably augmented measures and a stability bound for OT plans stated in The-
orem 14. The latter follows from a general stability bound for optimal solutions of linear
program theory based on Li (1994). A remarkable property of the above stability bound
is that it does not depend on parameters p or C. In fact, the assertion also remains valid
for any other cost function besides of c = dp, and might be of independent interest. This
stability bound asserts at the main result of this section.

Theorem 12 (Expected deviation of empirical UOT plans) Let (X , d) be a finite met-
ric space and µ, ν ∈ M+(X ). Let µ̂t,s, ν̂t,s be the estimator from (8). Then, for any p ≥ 1
and C ≥ 0 it follows that

E

[
sup

p≥1,C>0
HTV

(
P∗p,C(µ̂t,s, ν̂t,s),P

∗
p,C(µ, ν)

)]

≤ 4 (|X |+ 1)

(
2(1− s)M(µ+ ν) +

s√
t

∑
x∈X

[√
µ(x) +

√
ν(x)

]
+

√
1

st
M(µ+ ν) +

1− s
s

∑
x∈X

(µ(x)2 + ν(x)2)

)
.

Proof The assertion follows by combining the stability bound from Theorem 11 above
with the bound on the total variation distance between the estimators µ̂t,s, ν̂t,s and µ, ν
(Theorem 4) and on the absolute deviation between their masses (31).

Remark 13 (Computation) Thanks to the connection between UOT and balanced OT
(see Appendix C), various polynomial time procedures exist to compute the UOT plan
between plug-in estimators µ̂t,s and ν̂t,s. For exact computation, the auction algorithm
(Bertsimas and Tsitsiklis, 1997) or the network simplex flow algorithm (Luenberger et al.,
1984; Bonneel et al., 2011) can be used which admit a computational complexity of order
O(N3 log(N)) where N is the number of support points. Moreover, to approximate the
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UOT plan up to some precision ε > 0, the Sinkhorn algorithm for the entropy regularized
OT problem (Cuturi, 2013; Peyré and Cuturi, 2019) provides a computationally effective
method which scales with order O(N2 log(N)/ε2), see Altschuler et al. (2017); Dvurechensky
et al. (2018) as well as Weed (2018) for an explicit analysis on the difference between unreg-
ularized and entropy regularized OT cost. Notably, incorporating additionally the structure
of the UOT plan, any such algorithm can be improved by restricting the measures on the
domain D(C).

For our stability bound of the UOT plan we establish a novel stability bound for the vanilla
OT plan between measures with equal mass which might be of independent interest. To
formalize these results, we employ the following notation. Let µ, ν ∈ M+(X ) be measures
with identical mass M(µ) = M(ν), let c : X ×X → [0,∞) be a cost function and denote the
respective collection of OT plans as

P̃∗c(µ, ν) := argmin
π∈Π=(µ,ν)

∑
x,x′∈X

c(x, x′)π(x, x′). (22)

Note that the assumption of identical masses ensures that the collection of transport plans
is always non-empty and compact, hence P̃∗c(µ, ν) is always non-empty.

Theorem 14 (Stability bound for balanced OT plans) Let X be a finite discrete space
and µ1, ν1, µ2, ν2 ∈M+(X ) such that M(µ1) = M(ν1) and M(µ2) = M(ν2). Then, for every
cost function c : X × X → [0,∞) it holds that

HTV

(
P̃∗c(µ1, ν1), P̃∗c(µ2, ν2)

)
≤ 4 |X | (TV(µ1, µ2) + TV(ν1, ν2)) .

The proof is based on linear program theory and relies on a stability bound by Li (1994).

This quantitative error bound represents, to the best of our knowledge, the first of its kind
for finite discrete domains. Moreover, thanks to the generality of our stability bound, we are
not limited to the setting p = 2, which has been the main subject of analysis in Euclidean
settings for continuous settings (Gigli, 2011; Deb et al., 2021a; Hütter and Rigollet, 2021;
Delalande and Merigot, 2023; Manole et al., 2024a) as well as semi-discrete settings (Bansil
and Kitagawa, 2022; Divol et al., 2024). Notably, these former results are concerned with the
OT map, whereas our Theorem 14 is concerned with the OT plan. It remains open whether
similar deviation bound for the OT plan can also be established for continuous settings.
Since the total variation norm metrizes strong convergence, we believe that similar results
are will not be valid for empirical plug-in estimators on continuous domains but can be
achieved when choosing a weaker loss and smooth plug-in estimators. We leave this for
future research.

Remark 15 Let us address some aspects of our stability bound from Theorem 14.

1. The key insight of Theorem 14 is the fact that they behave fairly stable under small
perturbation of the marginal measures with respect to TV -norm. Remarkably, the
underlying cost function does not affect the upper bound, which may seem surpris-
ing given that the OT plan crucially depends on the cost function (see, e.g., Villani
(2008)).
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2. For µ1 = µ2 = δx and arbitrary measures ν1, ν2 ∈M+(X ) it follows that P̃∗c(µi, νi) =
{µi ⊗ νi}. Therefore,

HTV

(
P̃∗c(µ1, ν1), P̃∗c(µ2, ν2)

)
= TV(µ1 ⊗ ν1, µ2 ⊗ ν2) = TV(ν1, ν2),

and thus the dependency in Theorem 14 with respect to the marginal measures is sharp.

3. The upper bound only scales linearly in the number of elements of the domain X . If all
measures µ1, ν1, µ2, ν2 are concentrated on a subdomain X ′ ⊆ X , the constant could
be replaced by |X ′|. Obtaining the sharp dependency in the number of support points
remains an interesting aspect for future work.

4. Based on distributional limits for the empirical OT plan between discrete measures
(Klatt et al., 2022; Liu et al., 2023) it follows that the deviation bound in Theorem 12
is sharp in s and t up to multiplicative constants which depend on X , µ and ν.

5. When perturbing the cost function a similar stability bound for OT plans can generally
not be expected. As an example, take identical probability measures µ = ν which
are not concentrated on a single point and consider ca(x, y) = a · d(x, y) as the cost
function where a ∈ [0,∞) and d is a metric on X . Then, for a > 0 it follows that
P̃∗ca(µ, ν) = {(Id, Id)#µ} whereas for a = 0 it holds P̃∗c0(µ, ν) = Π(µ, ν). This confirms
that the set of OT plans is discontinuous with respect to the cost function since

lim
a↘0
HTV

(
P̃∗ca(µ, ν), P̃∗c0(µ, ν)

)
> 0 while lim

a↘0
‖ca − c0‖∞ = 0.

4. Empirical Kantorovich-Rubinstein Barycenters

Consider measures µ1, . . . , µJ ∈M+(X ) which we replace by µ̂1
t1,s1 , . . . , µ̂

J
tJ ,sJ

∈M+(X ) as
defined in (8). We again focus on the Poisson model and treat the remaining two models
in Appendices A and refsec:ber. The previous upper bound on the Kantorovich-Rubinstein
distance in Theorem 5 between a measure and its empirical version enables a bound on
the mean absolute deviation of (p, C)-barycenters in terms of their p-Fréchet functional
Fp,C(µ) = 1

J

∑J
i=1 KRp

p,C(µi, µ) from (3). We denote

µ? ∈ argmin
µ∈M+(Y)

1

J

J∑
i=1

KRp
p,C(µi, µ), µ̂? ∈ argmin

µ∈M+(Y)

1

J

J∑
i=1

KRp
p,C(µ̂iti,si , µ)

and measure the accuracy of approximation of µ? by µ̂? in terms of their mean absolute
p-Fréchet deviation. The omitted proofs for this section are detailed in Appendix D.5.

Theorem 16 (Expected deviation of Fréchet error) Let µ1, . . . , µJ ∈ M+(X ) and
denote Xi = supp(µi) for i = 1, . . . , J . Consider random estimators µ̂1

t1,s1 , . . . , µ̂
J
tJ ,sJ

∈
M+(X ) derived from (8). Then,

E [|Fp,C(µ̂?)− Fp,C(µ?)|] ≤ 2pCp−1

J

J∑
i=1

EPoi
1,Xi,µi(C)φ(ti, si),
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where φ is given by

φ(t, s) =


(

2(1− s)M(µ) + s√
t

∑
x∈X

√
µ(x)

)
, if C ≤ minx6=x′ d(x, x′),(

1
stM(µ) + 1−s

s

∑
x∈X µ(x)2

) 1
2 , else.

A more elaborate statement gives control over the set of empirical (p, C)-barycenters itself.
This involves a related linear program that is presented in detail in Appendix C.

Theorem 17 (Expected deviation of barycenters) Let µ1, . . . , µJ ∈ M+(X ) and de-
note Xi = supp(µi) for i = 1, . . . , J . Consider random estimators µ̂1

t1,s1 , . . . , µ̂
J
tJ ,sJ

∈
M+(X ) derived from (8). Let B? be the set of (p, C)-barycenters of µ1, . . . , µJ and B̂?

the set of (p, C)-barycenters of µ̂1
t1,s1 , . . . , µ̂

J
tJ ,sJ

. Then, for p ≥ 1 it holds that

E

[
sup
µ̂?∈B̂?

inf
µ?∈B?

KRp
p,C(µ̂?, µ?)

]
≤ pCp−1

VPJ

J∑
i=1

EPoi
1,Xi,µi(C)φ(ti, si),

where φ is defined as in Theorem 16. The constant VP is strictly positive and given by

VP := VP (µ1, . . . , µJ) := (J + 1) diam(X )−p min
v∈V \V ?

cT v − f∗

d1(v,M)
,

where V is the set of feasible vertices from the linear program in Appendix C, V ? is the
subset of optimal vertices, c is the cost vector of the program, f? is the optimal value, M
is the set of minimizers of the linear program (29) and d1(x,M) = infy∈M‖x− y‖1.

Remark 18 Let us comment on our convergence result for barycenters.

1. Theorem 17 implies that every empirical barycenter tends for mini∈{1,...,J} ti → ∞
and mini∈{1,...,J} si → 1 with parametric rates towards a suitable population barycen-
ter. This is practically relevant because for discrete domains, non-uniqueness of em-
pirical and population barycenters generally cannot be ruled out. Insofar, our result
guarantees that every estimator admits satisfactory convergence properties.

2. According to Hundrieser et al. (2024a), it is known that any barycenters estimator
suffers nearby the regime of non-unique barycenters from slow convergence rates or
underlying constants which blow up. Based on this insight, the presence of the term VP ,
which can be interpreted as a sub-optimality gap, likely cannot be improved significantly
without imposing additional conditions on the population measures µ1, . . . , µJ .

3. As an extension of Theorem 17 we deem it worthwhile to extend the analysis to the
Hausdorff distance HKRp,C induced by the (p, C)-KRD, i.e., to establish convergence

statements for empirical barycenters B̂? to population barycenters B?,

HpKRp,C

(
B̂?,B?

)
= max

(
sup
µ̂?∈B̂?

inf
µ?∈B?

KRp
p,C(µ?, µ̂?), sup

µ?∈B?
inf

µ̂?∈B̂?
KRp

p,C(µ?, µ̂?)

)
.
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Such a convergence statement in the Hausdorff distance would assert, in addition
to point 1., that for every population barycenter there exists an empirical barycenter
which approximates it. Arguing as in Appendix D.5, one can see that

V̂P sup
µ?∈B?

inf
µ̂?∈B̂?

KRp
p,C(µ?, µ̂?) ≤ |F̂p,C(µ̂?)− F̂p,C(µ?)|,

where V̂P is defined analogously to VP but with each µi replaced by the estimator µ̂iti,si.

Controlling V̂P to infer quantitative convergence results, however, seems rather chal-
lenging, and we leave a refined analysis of the underlying constant for future research.

Remark 19 For J = 1 and any p ≥ 1, C > 0 the (p, C)-barycenter of µ1 is just µ1. Thus,
the optimal value of the Fréchet functional is zero, and it holds

Fp,C(µ̂∗)− Fp,C(µ∗) = KRp
p,C(µ1, µ̂1

t,s).

Consequently, it also holds

sup
µ̂?∈B̂?

inf
µ?∈B?

KRp
p,C(µ∗, µ̂∗) = KRp

p,C(µ1, µ̂1
t,s).

Thus, the rate for the convergence of the (p, C)-barycenter of the empirical measures, can
in general not be faster than the convergence rate of a single estimator. In particular, the
rates in t in Theorem 16 and Theorem 17 are sharp.

Remark 20 While this work is only concerned with plug-in estimators for (p, C)-barycenters
between general measures, there are also various other notions of barycenters between general
measures Chizat et al. (2018a); Friesecke et al. (2021). Exploring the statistical properties
of these alternative barycenters presents an interesting venue for future research.

5. Application: Randomized Computation with Statistical Guarantees

In this section we discuss how our derived bounds enable randomized computations of UOT
quantities with statistical guarantees. If the size of the population measures is computa-
tionally infeasible, then empirical versions of these measures can be used as a proxy for
the population distance, plan and barycenter. Our bounds allow tuning the problem size
(hence computational time) against the accuracy of the approximation. While all three
models allow this approximation approach, we exemplify this for the multinomial model.
In this resampling scenario, the assumption of known total intensities amounts to have
access to the full data set. Here, the sample size N provides a strict upper bound on
the computational complexity of a given approximation. This is though not the case for
the other two models, where such bounds can only be obtained by involving subsampling
10 scheme instead of a resampling one. We note however that subsampling approach is
typically outperformed by the resampling one.

10. Here, subsampling refers to sampling without replacement, while resampling refers to sampling with
replacement.
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Figure 5: Left: An excerpt of size 300× 300 from the STED microscopy data of adult Hu-
man Dermal Fibroblasts labelled at MIC60 (a mitochondrial inner membrane complex, see
Tameling et al. (2021)). Center: The same type of data labelled at TOM20 (translocase
of the outer mitochondrial membrane), see Tameling et al. (2021). Right: The expected
relative (2, 0.1)-KRD error curves obtained for the two images on the left and in the center
from re- and subsampling for specified runtimes (computed with the CRAN package WS-
Geometry). The orange line indicates an error level of 5%. The respective sample sizes
are between 100 and 9000 for both approaches, while the original images have about 23000
non-zero pixels.

Indeed, for the subsampling scheme we replace the i.i.d. samples X1, . . . , XN from µ by ones
drawn without replacement. A natural choice of estimator is

µ̃N = M(µ)∑N
i=1 µ(Xi)

∑N
i=1 µ(Xi)δXi , (23)

where the mass at each drawn location x ∈ X is proportional to the mass of the population
measure at x and the total mass intensity is rescaled to the known, true total intensity. This
estimator is, due to the sampling without replacement, guaranteed to haveN support points,
which yields close control on the required runtime for a given approximation. In recent
years, this approach has become popular within the machine learning community where it
is referred to as mini-batch OT (Fatras et al., 2021; Nguyen et al., 2022). An illustration
of the potential runtime advantages using the suggested randomized methods is displayed
in Figure 5. For this example, the resampling approach provides an expected relative KRD
error of about 5% while achieving a speedup of about a factor of 1000 compared to the
original runtime, while the subsampling approach requires nearly 10% of the original runtime
to achieve the same accuracy. A more detailed comparison of the empirical performance
of the re- and subsampling model is found in Section 6.4. Though, we note that, in the
considered data examples, the resampling approach consistently performed better than
the subsampling one. We also study the convergence properties of the empirical measure
and barycenter with respect to the (p, C)-KRD for all three described models in extended
simulation studies on a wide range of synthetic datasets, again further in Section 6.
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6. Simulations

In this section we investigate empirically the decay in the expected error for the Poisson
model for measures within X ⊂ [0, 1]2. For the (p, C)-KRD we consider two measures
µ, ν ∈M+(X ) and the relative (p, C)-KRD error11

E
[∣∣∣∣KRp,C(µ̂t,s, ν̂t,s)−KRp,C(µ, ν)

KRp,C(µ, ν)

∣∣∣∣] . (24)

For the setting of barycenters we consider the relative (p, C)-Fréchet error11

E
[
Fp,C(µ̂∗)− Fp,C(µ∗)

Fp,C(µ∗)

]
. (25)

In both cases, the relative error allows for easier comparisons between models than the
absolute error. In particular, since KRp

p,C(µ, ν) = Cp

2 TV(µ, ν) (Heinemann et al., 2023,
Theorem 2) for C ↘ 0 and µ 6= ν, it follows that the relative (p, C)-KRD error enables
an easier comparison of the estimation error among different choices of C. Additionally,
for the (p, C)-barycenter the relative (p, C)-Fréchet error in (25) is readily available from
simulations, while numerically considering the quantity in Theorem 17 is difficult, as it
requires all optimal solutions instead of a single one. All computations of the KRD and the
(p, C)-barycenter in this section are performed using the methods available in the CRAN
package WSGeometry .

6.1 Synthetic Datasets

We consider multiple types of measures for our simulations. Below we describe four types;
Appendix E.1 contains four additional types and the respective Poisson simulations are
provided in Appendix E.2. Analogous simulations for Multinomial Sampling and Bernoulli
Sampling are detailed in Appendices E.3 and E.4, respectively.

Let us fix some notation. Let J ∈ N be the number of measures generated. Let U [0, 1]2

denote the uniform distribution and let Poi(λ) denote a Poisson distribution with intensity
λ. In all settings considered below, the measures are of the form

µi =

Ki∑
k=1

wikδlik

for some weights wik, locations lik and Ki ∈ N. If Ki = Kj for all i, j = 1, . . . , J , then we
omit the index and denote the number of points by K. Note that all measures have been
constructed to have their support included in [0, 1]2.

Nested Ellipses (NE), see Figure 6 (a)

Let G1, . . . , GJ ∼ U{1, 2, 3, 4, 5} and let Ki = MGi for M ∈ N. Set all wik equal to 1
for each 1 ≤ k ≤ Ki for i = 1, . . . , J . Let t1, . . . , tM be a discretization of [0, 2π]. Let

11. We define 0/0 := 0.
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U i1, . . . , U
i
K , V

i
1 , . . . , V

i
K ∼ U [0.2, 1]. For 1 ≤ i ≤ J , set

liM(ji−1)+k = 0.5(1 + 3−j(UM(ji−1)+k sin(tk), VM(ji−1)+k cos(tk))
T ), ji = 0, . . . , Gi.

Clustered Nested Ellipses (NEC), see Figure 6 (b)

Let Gc1, . . . , G
c
J ∼ Poi(λc) for c = 1, . . . , 5. Take λ3 = 2 and set λc = 1 else. Let

Ki = M
∑5

c=1G
c
i . Set wik equal to 1 for 1 ≤ k ≤ Ki for i = 1, . . . , J . Let t1, . . . , tM be a dis-

cretization of [0, 2π]. Choose U i1, . . . , U
i
K , V

i
1 , . . . , V

i
K ∼ U [0.2, 1]. Let α = (2, 12, 12, 22, 12)T

and β = (12, 2, 12, 12, 22)T . Set for c = 1, . . . , 5 and ji = 0, . . . , Gci

li
M(

∑c−1
r=1G

r
i )+M(ji−1)+k

=
1

24
((3−jUM(ji−1)+k sin(tk) + αc, 3

−jVM(ji−1)+k cos(tk) + βc))
T ,

where we use the convention that a sum is zero if its last index is smaller than its first one.

(a) (b)

Figure 6: (a) An example of J = 8 measures from the NE dataset with M = 200. (b) An
example of J = 8 measures from the NEC dataset with M = 95.

Poisson Intensities on Uniform Positions (PI), see Figure 7 (a)

Set K = M for M ∈ N and let wi1, . . . , w
i
K ∼ Poi(λ) and some intensity λ > 0 and

li1, . . . , l
i
K ∼ U [0, 1]2 for 1 ≤ i ≤ J .

Poisson Intensities on a Grid (PIG), see Figure 7 (b)

Set K = M2 for M ∈ N and let wi1, . . . , w
i
M2 ∼ Poi(λ) and li1, . . . , l

i
M2 be the locations of

equidistant M ×M grid points in [0, 1]2 for 1 ≤ i ≤ J .
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(a) (b)

Figure 7: (a) An example of J = 8 measures from the PI dataset with M = 500 and λ = 5.
(b) An example of J = 8 measures from the PIG dataset with M = 23 and λ = 5.

6.2 Simulation Results for the (2,C)-Kantorovich-Rubinstein Distance

In the following, we discuss the results from our simulation studies for the Poisson model for
the (2, C)-KRD between two measures within one of the eight classes of measures introduced
above. For the error of the NE class in Figure 8 the error is decreasing in s and t, but
increasing in C. Both of these behaviors are in line with the bound in Theorem 5. The
decrease of the error for increasing s and t is immediately clear from our theoretical results.
The increase of error for increasing C is based on the fact that in the Poisson model the
population total intensities of µ and ν are unknown and have to be estimated from the
data. The (p, C)-KRD penalizes mass deviation with a factor scaling with C, so naturally
for increasing C, the errors in the estimation of the true difference of masses yields an
increase in the expected relative (p, C)-KRD error.

Notably, while the decrease in s and t is similar for the error of the NEC class in Figure 9,
the error is no longer increasing in C. Instead, the errors increase from C = 0.01 to C = 0.1,
but then decrease again for C = 1. Afterward they increase again at C = 10. This difference
in behavior is explained by the cluster structure of the measure in NEC. There is still the
general trend of increasing error for increasing C, as present in the NE class, but now there
is an additional change in behavior based on the fact if transport occurs within clusters or
between clusters. From C = 0.1 to C = 1, we pass the size of the clusters and the distance
between the clusters. Thus, C = 1 is the first value in our simulation for which inter-cluster
transports can occur. This causes a decrease in error, as the impact of the estimation of the
total mass intensity of a measure within one cluster is decreased. After this point the usual
increase in error for increasing C due to the estimation of the total mass intensity occurs.

For the (p, C)-KRD error in the PI class in Figure 10 this effect is particularly strong. The
error increases on average about two orders of magnitude from C = 0.01 to C = 10. This is
explained by the fact that the total mass intensity in this class is significantly larger than
for the classes NE and NEC, where each location in the support of the measures has mass
one. This also causes an increase of the variance of the mass of the empirical measures at
each location, which causes a faster increase of error for increasing C at all scales of C.
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Meanwhile, the (p, C)-KRD error in the PIG class in Figure 11 increases from C = 0.01
to C = 0.1 but does not increase further as C increases. This is likely a consequence of
the homogeneous structure of the measures in the PIG class, which cause the UOT plan to
transport mass along small scales and since the total mass is well concentrated.

6.3 Simulation Results for the (2,C)-Barycenter

It remains to discuss the results from our simulation studies for the Poisson model for the
(2, C)-barycenter between sets of measures within one of the classes of measures introduced
above. We restrict our analysis to the values of C = 0.1, 1, 10, since for C = 0.01 the
(p, C)-KRD is close to the TV distance. In particular, for all classes except PIG, where all
measures share the same support grid, the (2, C)-barycenter will be close or identical to the
zero measure, since the measures in the other classes are almost surely disjoint. Additionally,
if the barycenter of the population measures is the zero measure, any empirical barycenter
has mass zero as well. Thus, there is little merit in simulating the barycenters in these cases.
For the class PIG the barycenters are essentially TV-barycenters for small C which removes
any geometrically interesting features from the barycenter. Finally, for rather small values
of C the (p, C)-barycenter computations tend to become numerically unstable due to either
involving values close to machine accuracy and UOT plans for these values of C often being
close to the zero measure. Hence, empirical simulations of the expected relative Fréchet
error would also be less reliable in this regime of values for C. In summary, empirical
analysis of the properties of the (p, C)-barycenter for values of C which are several orders
of magnitude smaller than the diameter of Y is inadvisable.

Figure 8: Expected relative (2, C)-KRD error for two measures in the Poisson sampling
model for the NE class with M = 100 and different success probabilities s. For each pair
of success probability s and observation time t the expectation is estimated from 1000
independent runs. From top-left to bottom-right we have C = 0.01, 0.1, 1, 10, respectively.
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Figure 9: As in Figure 8, but for the NEC class with M = 75.

Figure 10: As in Figure 8, but for the PI class with M = 450.

For the relative Fréchet errors we observe significant changes in behavior compared to the
relative (p, C)-KRD before. Considering the error for the NE class in Figure 12, we note
that for C = 0.1 the behavior in s and t is different from the empirical (p, C)-KRD. Namely,
for fixed s, the error is in general not strictly decreasing in t and vice versa for fixed t, the
error is not always strictly decreasing in s. This is an interesting effect arising for small
values of the product st. A point y ∈ Y can only be a support point of a (p, C)-barycenter
if it is in the intersection of at least J/2 balls of size Cp/2 around support points of different
measures (compare the construction of the centroid set in (5)). Now, for small s and t
many support points of the population barycenter are not included in the support of the
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Figure 11: As in Figure 8, but for the PIG class with M = 22.

Figure 12: Expected relative Fréchet error for the (2, C)-barycenter for J = 5 measures
from the NE class in the Poisson sampling model with different success probabilities s. For
each pair of success probability s and observation time t the expectation is estimated from
100 independent runs. Set M = 100. From left to right we have C = 0.1, 1, 10, respectively.

Figure 13: As in Figure 12, but for the NEC class with M = 75.

empirical one, since centroid set of the empirical measures is significantly smaller than the
population level one. In particular, this can create situations where an increase in s or t
on average adds support points to empirical barycenter, which cause the relative error to
increase, since placing mass zero at this location, for small C, is actually better than placing
a potentially larger mass (since we assumed (ts)−1 to be relatively small) at this location.
Thus, while asymptotically, the rate in Theorem 16 is optimal, for certain, sufficiently small,
values of s, t and C, the behavior of the relative Fréchet error might be counter-intuitive.
For C = 0.1 and C = 1, the errors behave quite similarly to the (p, C)-KRD setting, though
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Figure 14: As in Figure 12, but for the PI class with M = 450.

Figure 15: As in Figure 12, but for the PIG class with M = 22.

there is essentially no increase in error going from C = 1 to C = 10. This is explained by
two points. First, the location of the (p, C)-barycenter tends to be more centered within
the support of the measures (all measures are support on subsets of the unit square), so
little transport between the barycenter and the µi occurs at a distance larger than one.
Second, the key factor for the increasing error for increasing C in the (p, C)-KRD case is
the estimation error for the total mass intensities. However, for sufficiently large C the mass
of the (p, C)-barycenter is the median of the total masses of the µi. Since, this quantity
is significantly more stable under estimation than the individual total mass intensities, it
is to be expected that the mass estimation has little effect on the relative Fréchet error.
For the error of the NEC class in Figure 13 the results are similar to the NE case. We
observe similar effects on the dependence of s and t for C = 0.1 and for C = 1 and C = 10,
the errors look extremely similar. One notable distinction is the fact that from C = 0.1
to C = 1 the errors decrease on average. As before for the NEC class in the (p, C)-KRD
setting, this can be explained by its cluster structure and C = 1 being the first value for
which inter-cluster transport becomes possible in an UOT plan. This is therefore also the
first value of C which allows the (p, C)-barycenter to have mass between clusters. Finally,
for the error of the PI class in Figure 14 the value of C only has a minimal effect on the
resulting errors. Notably and contrary to the two prior classes, we do not encounter any
additional effects for C = 0.1. This is explained by the in general higher mass intensities
of the measures in the PI class, which make the previously described effects due to low
values of s and t less likely. Additionally, these measures do not possess any geometrical
structures in their support, which could impact the behavior on different scales. There is
again little increase in error for increasing C, which is in stark contrast to the PI class in
the (p, C)-KRD setting, where the error increased by multiple orders of magnitude. This is
another strong indicator, that the Fréchet error is significantly more stable under C, due to
the stability of total mass intensity of the empirical barycenter opposed to the total mass
intensity of the individual measures.
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6.4 Real Data Example

In Figure 16 we consider the (2, 0.1)-KRD between images which are an excerpt from STED
microscopy of adult human dermal fibroblast cells (for the full dataset see Tameling et al.
(2021)). The images in the Figures 16(a), (b) and Figures 16(c), (d) are visually similar, as
they correspond to measurements taken based on two different markers (one at the inner
mitochondrial membrane and one at the outer) in the same cells. The (2, 0.1)-KRD captures
this fact in the sense, that the pairwise distance between the measures are smallest for these
pairs of images. Utilizing UOT on this type of dataset is a potential way of quantifying
dissimilarity between the respective measures and extending OT based dissimilarity analysis
to measures of unequal total intensity (the total mass intensities in these examples lies
roughly between 6200 and 9500).

We further want to use this dataset to illustrate the performance of the randomized com-
putational approach for the (p, C)-KRD based on the multinomial model (recall (6)). The
300× 300 images here are specifically chosen such that the true distances can still be com-
puted which allows comparing the expected error of the empirical (p, C)-KRD for given
sample sizes on this data set. We compare the results obtained from the resampling ap-
proach (i.e., the estimator from (6)) considered in the multinomial model to the subsampling
approach (i.e., the estimator from (23)) obtained by sampling without replacement from
the measures instead. In these simulations the maximum sample size is about 1/5 of the
support sizes. This corresponds to a runtime of about 2.5% of the original problem size.
While it is clear by construction that for sufficiently large sample sizes, subsampling yields a
smaller error than the resampling (as the error approaches zero if the sample size approaches
the support size), for smaller sample sizes the resampling can have a better performance. It
yields a relative error below 5% at less than 10% of the original support size in all considered
instances. This approximation can be achieved in around 0.5% of the original runtime. The
subsampling approach does not reach this level of accuracy for the considered sample sizes.
Thus, these simulations suggest that randomized computations based on the multinomial
model allow for high accuracy approximations of the (p, C)-KRD in real data applications
at a significantly lower computational cost than the original problem and that for small
sample sizes there are scenarios where the resampling approach yields significantly better
performance than the subsampling one.
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

Figure 16: (a)-(d): Excerpts of size 300 × 300 from the STED microscopy data of adult
Human Dermal Fibroblasts in Tameling et al. (2021). The images have on average about
25000 non-zero pixels. (a) and (c) have been labelled at MIC60 (a mitochondrial inner
membrane complex); (b) and (d) have been labelled at TOM20 (translocase of the outer
mitochondrial membrane). (e)-(j): Log-log-plots of the relative error for the empirical
(2, 0.1)-KRD (obtained from resampling and subsampling) between the four filament struc-
tures in (a)-(d) considered as measures in [0, 1]2. (e) Between (a) and (b). (f) Between (a)
and (c). (g) Between (a) and (d). (h) Between (b) and (c). (i) Between (b) and (d). (j)
Between (c) and (d).
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Appendix A. Bounds for the Multinomial Model

In this section we provide analogue results to the convergence statement for the expected
deviation of the estimator in KRD and TV (Theorems 4 and 5), the empirical UOT plan
(Theorem 12), and empirical barycenter (Theorems 16 and 17) but for the multinomial
model in (6). We do not explicitly state the convergence statements for the empirical KRD
(Theorem 7 and Theorem 8) as they can be immediately derived from our bound in (10).
The proofs for all subsequent results only differ in the way the respective expectations are
bounded, so whenever suitable, we only state relevant differences in the proofs. Notably,
in Appendix E.3 we detail some simulations for several classes of measures which showcase
that our theoretical results are realized.

Theorem 21 (Expected deviation of estimator in TV and KRD) Let (X , d) be a
finite metric space and µ ∈ M+(X ) with total mass M(µ). Let µ̂N be the estimator from
(6). Then, for any p ≥ 1 it holds that

E
[
KRp

p,C (µ̂N , µ)
]
≤ CpE [TV (µ̂N , µ)] ≤

(
Cp
√
M(µ)

∑
x∈X

√
µ(x)

)
N−

1
2 .

Proof Following the proof of Theorem 4, it suffices to bound the TV norm in expectation,

E [TV (µ̂N , µ)] =
∑
x∈X

E [| µ̂N (x)− µ(x) |] =
M(µ)

N

∑
x∈X

E
[∣∣∣ N∑

i=1

1{Xi = x} −N µ(x)

M(µ)

∣∣∣]

≤ M(µ)

N

∑
x∈X

√
N
µ(x)

M(µ)

(
1− µ(x)

M(µ)

)
≤ N−

1
2

√
M(µ)

∑
x∈X

√
µ(x),

where the inequality follows from the fact the Xi ∼ Ber (µ(x)/M(µ)) for i = 1, . . . , N .

Theorem 22 (Expected deviation of estimator in KRD) Let (X , d) be a finite met-
ric space and µ ∈M+(X ) with total mass M(µ). Let µ̂N be the estimator from (6). Then,
for any p ≥ 1, resolution q > 1 and depth L ∈ N it holds that

E [KRp,C (µ̂N , µ)] ≤ EMult
p,X ,µ(C)1/pN

− 1
2p .

For

Aq,p,L,X (l) := diam(X )p2p−1

q−Lp|X | 12 +

(
q

q − 1

)p L∑
j=l

qp−jp|Qj |
1
2

 ,

the constant is equal to

EMult
p,X ,µ(C, q, L) =



M(µ)Aq,p,L,X (1), if C ≥ 2hq,L(0),

M(µ)Aq,p,L,X (l), if 2hq,L(l) ≤ C < 2hq,L(l − 1),

Cp

2

√
M(µ)

∑
x∈X

√
µ(x), if C ≤

(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
.
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Furthermore, for p = 1 the factor q
(q−1) in Aq,1,L,X (a, b, l) can be removed. Denote

EMult
p,X ,µ(C) := inf

L∈N,q>1
EMult
p,X ,µ(C, q, L).

Proof The proof of this result only differs from the proof of Theorem 5 by the upper
bounds on the relevant expectations. By definition E [|M(µ̂N )−M(µ)|] = 0. Furthermore,
scaling the expectation by total mass

E
[∣∣µ̂LN (C(x))− µL(C(x))

∣∣] = M(µ)E
[∣∣∣∣ µ̂LN (C(x))

M(µ)
− µL(C(x))

M(µ)

∣∣∣∣] ,
we notice that

µ̂LN (C(x))

M(µ)

D
= 1

N

∑N
i=1Xi(x), where X1(x), . . . , XN (x)

i.i.d.∼ Ber (a(x)) with

a(x) := µL(C(x))
M(µ) . Consequently, it holds that

∑
x∈Ql

E
[∣∣µ̂LN (C(x))− µL(C(x))

∣∣] = M(µ)
∑
x∈Ql

E

[∣∣∣∣∣ 1

N

N∑
i=1

Xi(x)− a(x)

∣∣∣∣∣
]

≤M(µ)
∑
x∈Ql

√
a(x)(1− a(x))

N

≤M(µ)

√
|Ql|
N

.

Notably, compared to EPoi
p,X ,µ(C, q, L), the constant EMult

p,X ,µ(C, q, L) misses an additional sum-
mand for large C. This summand corresponds to the estimation error of the total mass
intensity of µ̂N which is zero by assumptions of the model.

Remark 23 If C > diam(X ) and M(µ) = M(ν), the (p, C)-KRD between µ and ν is
equal to the Wasserstein distance between these two measures. In particular, for C >
2hq,L(0) we recover the respective deviation bounds by Sommerfeld et al. (2019) for the
measure estimator Wasserstein distance. In particular, for this setting, it holds in the
multinomial model for all N ∈ N that M(µ̂N ) = M(µ) which implies for C > diam(X ) that

KRp,C(µ̂N , µ) = Wp(µ̂N , µ). Since for the latter term the parametric rate N
− 1

2p is already
known to be optimal (Sommerfeld et al., 2019), our rate in N is sharp.

Theorem 24 (Expected deviation of empirical UOT plans) Let (X , d) be a finite met-
ric space and µ, ν ∈M+(X ). Let µ̂N , ν̂N be their respective estimators from (6). Then, for
any p ≥ 1 and C ≥ 0 it follows that

E
[
HTV

(
P∗p,C(µ̂N , ν̂N ),P∗p,C(µ, ν)

)]
≤ 4(|X |+ 1)N−1/2

(√
M(µ)

∑
x∈X

√
µ(x) +

√
M(ν)

∑
x∈X

√
ν(x)

)
≤ 4(|X |+ 1)3/2N−1/2M(µ+ ν).
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Proof The assertion follows by combining our stability bound (Theorem 11) with conver-
gence of the estimators µ̂N , ν̂N to µ, ν with respect to the total variation norm (Theorem
21) and the fact that by definition E [|M(µ̂N )−M(µ)|] = E [|M(ν̂N )−M(ν)|] = 0. The last
inequality is due to Cauchy–Schwarz.

Remark 25 The convergence rate in N matches with the distributional limit obtained by
Klatt et al. (2022) and Liu et al. (2023) and is therefore sharp in N . In particular, our
result explicitly quantifies how the number of support points affect the convergence rate.

Theorem 26 (Expected deviation of Fréchet error) Let µ1, . . . , µJ ∈ M+(X ) and
denote Xi = supp(µi) for i = 1, . . . , J . Consider random estimators µ̂1

Ni
, . . . , µ̂JNJ ∈M+(X )

derived from (6) and based on sample size N1, . . . , NJ , respectively. Then it holds for any
barycenter µ∗ of the population measures and any barycenter µ̂∗ of the estimators,

E [|Fp,C(µ̂?)− Fp,C(µ?)|] ≤ 2pCp−1

J

J∑
i=1

EMult
1,Xi,µi(C)N

− 1
2

i .

Theorem 27 (Expected deviation of empirical barycenters) Let µ1, . . . , µJ ∈M+(X )
and denote Xi = supp(µi) for i = 1, . . . , J . Consider random estimators µ̂1

Ni
, . . . , µ̂JNJ ∈

M+(X ) derived from (6) and based on sample size N1, . . . , NJ , respectively. Let B? be the
set of (p, C)-barycenters of µ1, . . . , µJ and B̂? the set of (p, C)-barycenters of µ̂1

Ni
, . . . , µ̂JNJ .

Then, for p ≥ 1 it holds that

E

[
sup
µ̂?∈B̂?

inf
µ?∈B?

KRp
p,C(µ̂?, µ?)

]
≤ pCp−1

VPJ

J∑
i=1

EMult
1,Xi,µi(C)N

− 1
2

i ,

where the constant VP is defined as in Theorem 17.

The proofs of Theorem 26 and Theorem 27 are deferred to Appendix D.5.

Remark 28 By the same argument as for the Poisson model (Theorem 19), the convergence
rate for the empirical barycenter does not to zero faster than for a single measure. Thus,
the N−1/2 rate is sharp.

In the following we, derive explicit bounds for EMult
p,X ,µ(C) for under the structural Assumption

(19). To this end, we follow the arguments in Section 2.4. For the regime, for α < 2p and
L→∞ we obtain,

EMult
p,X ,µ(C) ≤



M(µ)A1/2diam(X )p23p−1 2α/2−p

1−2α/2−p
,

if C ≥ 2hL(0),

M(µ)A1/2diam(X )p23p−1 2(α/2−p)l

1−2α/2−p
,

if 2hL(l) ≤ C < 2hL(l − 1),
Cp

2

√
M(µ)

∑
x∈X

√
µ(x),

if C ≤
(
2hL(L) ∨minx 6=x′ d(x, x′)

)
.
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For α = 2p and L = b 1
α log2(|X |)c we get

EMult
p,X ,µ(C) ≤



M(µ)diam(X )p23p−1
(
2−p +A1/2 1

α log2 |X |
)
,

if C ≥ 2hL(0),

M(µ)diam(X )p23p−1(2−p +A1/2
(

1
α log2 |X | − l

)
),

if 2hL(l) ≤ C < 2hL(l − 1),
Cp

2

√
M(µ)

∑
x∈X

√
µ(x),

if C ≤
(
2hL(L) ∨minx 6=x′ d(x, x′)

)
.

Finally, for α > 2p and L = b 1
α log2(|X |)c, it holds

EMult
p,X ,µ(C) ≤



M(µ)diam(X )p23p−1|X |1/2−p/α
(

2−p +A1/2 2α/2−2p

2α/2−p−1

)
,

if C ≥ 2hL(0),

M(µ)diam(X )p23p−1×
(2−p|X |1/2−p/α +A1/2 2α/2−p

2α/2−p−1

(
|X |1/2−p/α − 2(α/2−p)(l−1)

)
),

if 2hL(l) ≤ C < 2hL(l − 1),
Cp

2

√
M(µ)

∑
x∈X

√
µ(x),

if C ≤
(
2hL(L) ∨minx 6=x′ d(x, x′)

)
.

We stress that while these constants do not include the additional term for the estimation
of the total mass intensity, their dependency on |X | is identical to that of the upper bounds
on EPois

p,X ,µ(C). In particular, the phase transitions still occur depending on whether α is
larger than 2p, smaller than 2p or equal to it.

Appendix B. Bounds for the Bernoulli Model

In this section we provide results analogue to previous subsection for the estimator in the
Bernoulli model in (7). As before, since the proofs only differ in the way expectations are
bounded, we only state relevant differences in the proofs. Simulations, corroborating our
theoretical findings are provided in Appendix E.4.

Theorem 29 (Expected deviation of estimator in TV and KRD) Let (X , d) be a
finite metric space and µ ∈ M+(X ) with µ(x) ∈ {0, 1} for x ∈ X . Let µ̂sX be the measure
in (7). Then, for any p ≥ 1 it holds that

E
[
KRp

p,C (µ̂sX , µ)
]
≤ CpE [TV (µ̂sX , µ)] ≤ 2Cp

∑
x∈X

(1− sx) .

Proof This proof is identical to the proof of Theorem 4 except for the bound on the
expectation. For this, note that

E [TV (µ̂sX , µ)] =
∑
x∈X

E
[∣∣∣∣ 1

sx
Bx − µ(x)

∣∣∣∣] ≤ ∑
x∈supp(µ)

(1− sx) + sx(
1

sx
− 1) ≤ 2

∑
x∈X

(1− sx),
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with Bx ∼ Ber(sxµ(x)) for sx ∈ (0, 1] for all x ∈ X .

Theorem 30 (Expected deviation of estimator in KRD) Let (X , d) be a finite met-
ric space and µ ∈ M+(X ) with µ(x) ∈ {0, 1} for x ∈ X . Let µ̂sX be the measure in (7).
Then, for any p ≥ 1, resolution q > 1 and depth L ∈ N it holds that

E [KRp,C (µ̂sX , µ)] ≤ EBer
p,X ,µ(C, q, L)1/p



(
2
∑

x∈X (1− sx)
) 1
p ,

if C ≤
(
2hq,L(L) ∨minx6=x′ d(x, x′)

)
(∑

x∈X
1−sx
sx

) 1
2p
,

else.

The constant EBer
p,X ,µ(C, q, L) is equal to EPoi

p,X ,µ(C, q, L) for all C > 0, q > 1 and L ∈ N. We
denote

EBer
p,X ,µ(C) := inf

L∈N,q>1
EBer
p,X ,µ(C, q, L).

Proof The proof of this result only differs from the proof of Theorem 5 in the upper bounds
on the relevant expectations. Recall the estimator µ̂sX from (7) and let Bx ∼ Ber(sxµ(x))
for sx ∈ (0, 1] for all x ∈ X . It holds that

∑
x∈Ql

E
[∣∣µ̂LsX (C(x))− µL(C(x))

∣∣] =
∑
x∈Ql

E

∣∣∣∣∣∣
∑
y∈C(x)

By
sy
−
∑
y∈C(x)

µL(y)

∣∣∣∣∣∣


≤
∑
x∈Ql

√√√√√Var

 ∑
y∈C(x)

By
sy

 =
∑
x∈Ql

√ ∑
y∈C(x)

s−2
y Var(By)

=
∑
x∈Ql

√√√√ ∑
y∈C(x)

(1− µ(y)sy)µ(y)

sy
≤
√
|Ql|

√∑
x∈X

1− sx
sx

.

The total mass can be bounded analogously as

E
[
|µ̂LsX (X )− µL(X )|

]
≤
√∑
x∈X

1− sx
sx

. (26)

Since the constants for the deviation bounds for this model coincide with those for the
Poisson model we refer to the previous discussion on their properties.

Remark 31 Consider sX such that sx = s for some s ∈ (0, 1] and all x ∈ X . Note, that
for sufficiently small C the upper bound is an equality, since the (p, C)-KRD in this setting
is proportional to the TV distance and that distance has a closed form solution here. For
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larger C, the expectation in the proof of Theorem 30 amounts to bounding the mean absolute
deviation of a binomial distribution. This has a closed form solution which scales as the
standard deviation of the respective binomial for s not too close to 0 or 1 (Berend and
Kontorovich, 2013). Hence, in this context the upper bound on the mean absolute deviation
in the proof is sharp. So based on the presented approach for the deviation bounds, the upper
bound is non-improvable.

To state the result analogous to Theorem 11, we consider µ and ν ∈M+(X ) with respective
supports Xµ := supp(µ) = {x1, . . . , xM} and success probabilities sx ∈ [0, 1] for x ∈ Xµ,
and Xν := supp(ν) = {x′1, . . . , x′M ′} with success probabilities sx′ ∈ [0, 1] for x′ ∈ Xν .

Theorem 32 (Expected deviation of empirical UOT plans) Let (X , d) be a finite met-
ric space and µ, ν ∈ M+(X ). Let µ̂sXµ , ν̂sXν be their respective estimators from (7). Then,
for any p ≥ 1 and C ≥ 0 it follows that

E
[
HTV

(
P∗p,C(µ̂sXµ , ν̂sXν ),P∗p,C(µ, ν)

)]
≤ 4(|X |+ 1)

2
∑
x∈Xµ

(1− sx) + 2
∑
x′∈Xν

(1− sx′) +

√√√√∑
x∈Xµ

1− sx
sx

+

√∑
x′∈Xν

1− sx′
sx′


≤ 4(|X |+ 1)

2(M(µ+ ν)− 2) +

√√√√∑
x∈Xµ

1− sx
sx

+

√∑
x′∈Xν

1− sx′
sx′


Proof The assertion follows by combining our stability bound (Theorem 11) with conver-
gence of the estimators µ̂sXµ , ν̂sXν to µ, ν with respect to the total variation norm and in
terms of their masses (26).

Theorem 33 (Expected deviation of Fréchet error) Let µ1, . . . , µJ ∈ M+(X ) and
denote Xi = supp(µi) for i = 1, . . . , J . Consider (random) estimators µ̂1

sX1
, . . . , µ̂JsXJ

∈
M+(X ) derived from (7). Then,

E [|Fp,C(µ̂?)− Fp,C(µ?)|] ≤ 2pCp−1

J

J∑
i=1

EBer
1,Xi,µi(C)ψ(sXi),

where ψ is given by

ψ(sX ) =

(2
∑

x∈X (1− sx), if C ≤ minx 6=x′ d(x, x′)(∑
x∈X

1−sx
sx

) 1
2
, else.

Theorem 34 (Expected deviation of empirical barycenters) Let µ1, . . . , µJ ∈M+(X )
and denote Xi = supp(µi) for i = 1, . . . , J . Consider (random) estimators µ̂1

sX1
, . . . , µ̂JsXJ

∈

42



(p,C)-Kantorovich-Rubinstein: Sampling and Approximation

M+(X ) derived from (7). Let B? be the set of (p, C)-barycenters of µ1, . . . , µJ and B̂? the
set of (p, C)-barycenters of µ̂1

sX1
, . . . , µ̂JsXJ

. Then, for p ≥ 1 it holds that

E

[
sup
µ̂?∈B̂?

inf
µ?∈B?

KRp
p,C(µ̂?, µ?)

]
≤ pCp−1

VPJ

J∑
i=1

EBer
1,Xi,µi(C)ψ(sXi),

where ψ is defined as in Theorem 33 and VP is defined as in Theorem 16.

The proofs of Theorem 33 and Theorem 34 are deferred to Appendix D.5.

Appendix C. A Lift to the Balanced Optimal Transport Problem

A key tool in establishing properties of the (p, C)-KRD and the (p, C)-barycenter is the lift
of these problems to the space of probability measures by augmenting the space X with
a dummy point having a fixed distance to all points in X , see (Heinemann et al., 2023,
Section 3.1) for details. For a fixed parameter C > 0, consider a dummy point d and define
the augmented space X̃ := X ∪ {d} with metric cost

d̃pC(x, x′) =



dp(x, x′) ∧ Cp, if x, x′ ∈ X ,
Cp

2 , if x ∈ X , x′ = d,

Cp

2 , if x = d, x′ ∈ X ,

0, if x = x′ = d.

(27)

Consider the subset MB
+(X ) := {µ ∈M+(X ) | M(µ) ≤ B} ⊂ M+(X ) of non-negative

measures whose total mass is bounded by B. Setting µ̃ := µ+ (B −M(µ))δd, any measure
µ ∈ MB

+(X ) defines an augmented measure µ̃ on X such that M(µ̃) = B. For any µ, ν ∈
M+(X ) and their augmented versions µ̃, ν̃ ∈M+(X ) it holds

KRp
C,p(µ, ν) = ÕT

d̃pC
(µ̃, ν̃). (28)

Here, ÕT
d̃pC

denotes the OT cost defined for measures µ, ν on (X̃ , d̃) with M(µ) = M(ν) as

ÕT
d̃pC

(µ, ν) := min
π∈Π=(µ,ν)

∑
x,x′∈X

d̃pC(x, x′)π(x, x′),

where the set of couplings Π=(µ, ν) is the set Π≤(µ, ν) with inequalities replaced by equal-
ities.

Similarly, the (p, C)-barycenter problem can be augmented. For this, let Ỹ := Y ∪ {d}
endowed with the metric d̃C in (27) (replace X by Y and recall that X ⊂ Y) and augment
the measures µ1, . . . , µJ to µ̃1, . . . , µ̃J where µ̃i = µi +

∑
j 6=iM(µi)δd for 1 ≤ i ≤ J . In

particular, it holds M(µ̃i) =
∑J

i=1 M(µi) and the augmented p-Fréchet functional is defined
as

F̃p,C(µ) :=
1

J

J∑
i=1

ÕT
d̃pC

(µ̃i, µ).

Any minimizer of F̃p,C is referred to as augmented (p, C)-barycenter.
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LP-Formulation for the (p,C)-Barycenter

According to (Heinemann et al., 2023, Lemma 3.2), the augmented (p, C)-barycenter prob-
lem can be rewritten as a linear program based on the centroid set C̃KR(J, p, C) = CKR(J, p, C)∪
{d} (recall (5) for the definition of CKR(J, p, C)) of the augmented measures. This yields

min
π(1),...,π(J),a

1

J

J∑
i=1

|C̃KR(J,p,C)|∑
j=1

Mi∑
k=1

π
(i)
jk c

i
jk

s.t.

Mi∑
k=1

π
(i)
jk = aj , ∀ i = 1, . . . , J, ∀j = 1, . . . , |C̃KR(J, p, C)|,

|C̃KR(J,p,C)|∑
j=1

π
(i)
jk = bik, ∀ i = 1, . . . , J, ∀k = 1, . . . ,Mi, (29)

π
(i)
jk ≥ 0, ∀i = 1, . . . , J, ∀j = 1, . . . , |C̃KR(J, p, C)|,

∀k = 1, . . . ,Mi,

where Mi = |X̃i| for each 1 ≤ i ≤ J is the cardinality of the support of the augmented
measure µ̃i. Here, cijk denotes the distance between the j-th point of |C̃KR(J, p, C)| and the

k-th point in the support of µ̃i, while bi is the vector of masses corresponding to µ̃i.

Appendix D. Auxiliary Results and Deferred Proofs

D.1 Proof of Stability Bound of KRD via Dual Formulation

Proof [Proof of Lemma 3] We first observe that the second assertion follows from |x− y| ≤
x1−p |xp − yp| for all x, y ≥ 0, p ≥ 1. To prove (17), note that if µi = 0 or νi = 0 for each
i ∈ {1, 2}, then by Π≤(µi, νi) = {0} it follows that

KRp,C(µi, νi) =
Cp

2

(
M(µi) + M(νi)

)
, (30)

and the assertion follows by triangle inequality,

|KRp
p,C(µ1, ν1)−KRp

p,C(µ2, ν2)| = Cp

2

∣∣∣M(µ1) + M(ν1)−M(µ2)−M(ν2)
∣∣∣

≤ Cp

2

(∣∣M(µ1)−M(µ2)
∣∣+
∣∣M(ν1)−M(ν2)

∣∣) .
Moreover, if C ≤ min{∆(µ1, ν1),∆(µ2, ν2)}, then by Heinemann et al. (2023, Lemma 2.1)
the UOT plan between µi and νi is to not transport anything, and delete the excess mass
at cost Cp/2, which yields (30) and again inequality (17) follows by triangle inequality.

For the remaining case, we augment µi, νi to µ̃i, ν̃i on X̃ = X ∪ {d} as spelled out in
Appendix C with total mass B := max(M(µi),M(νi)). Then, by the representation of the
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UOT cost in terms of the augmented OT cost (see Equation (28)), it follows that

KRp
p,C(µi, νi) = ÕT

d̃pC
(µ̃i, ν̃i) = max

f,g:X̃→R
f(x)+g(x′)≤d̃pC(x,x′)

∑
x∈X̃

f(x)µ̃i(x) +
∑
x′∈X̃

g(x′)ν̃i(x′).

By Villani (2003, Remark 1.13) there always exist optimal potentials f and g such that
they are bounded by ‖d̃pC‖∞ ≤ Cp in absolute value. Hence, upon denoting such pairs of

optimal potentials for ÕT
p

p,C(µi, νi) by (fi, gi), it follows that

KRp
p,C(µ1, ν1)−KRp

p,C(µ2, ν2) ≤
∑
x∈X

f1(x)(µ̃1 − µ̃2)(x) +
∑
x′∈X̃

g1(x′)(ν̃1 − ν̃2)(x′)

≤ Cp
∑
x∈X̃

|(µ̃1 − µ̃2)(x)|+
∑
x∈X̃

|(µ̃1 − µ̃2)(x)|


= Cp

(
TV(µ̃1, µ̃2) + TV(ν̃1, ν̃2)

)
≤ 2Cp

(
TV(µ1, µ2) + TV(ν1, ν2)

)
,

where the last inequality follows from Lemma 38. Exchanging (µ1, ν1) with (µ2, ν2) yields
a corresponding lower bound and finishes the proof.

D.2 Proof of Statistical Deviation Bound for Empirical KRD via TV-norm
and Tree Approximation

As a preparatory step to prove Theorem 5, we treat the significantly simpler case of an
empirical deviation bound with respect to the total variation distance.

Proof [Proof of Theorem 4] Let µ, ν ∈ M+(X ). By retaining all common mass between
µ and ν at place and delete (resp. create) excess mass (resp. deficient mass) we obtain a
feasible solution for (2) with objective value in terms of a total variation distance between
µ and ν. Thus, it holds

KRp
p,C (µ, ν) ≤ CpTV (µ, ν) .

In particular, this inequality is satisfied for ν = µ̂t,s. Taking expectations yields

E [TV (µ̂t,s, µ)] =
1

st

∑
x∈X

E [|PxBx − stµ(x)|]

=
1

st

∑
x∈X

sE [|Px − stµ(x)|] + (1− s)stµ(x)

≤ 1

st

∑
x∈X

s(1− s)E [Px] + s2E [|Px − tµ(x)|] + (1− s)stµ(x)

≤ 1

st

∑
x∈X

2s(1− s)tµx + s2
√
t
√
µ(x)

= 2(1− s)M(µ) +
s√
t

∑
x∈X

√
µ(x).
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With Lemma 1 and Theorem 4 at our disposal we are able to prove Theorem 5.

Proof [Proof of Theorem 5] Let µ̂t,s be the estimator from (8). We fix p = 1 and detail the
case p > 1 at the end of the proof. Suppose first that C ≤ minx 6=x′ d(x, x′). According to
(Heinemann et al., 2023, Theorem 2.2 (ii)) it holds that

E [KR1,C(µ̂t,s, µ)] =
C

2
E

[∑
x∈X
|µ̂t,s − µ(x)|

]
=
C

2
E [TV(µ̂t,s, µ)] .

This yields the total variation bounds (see Theorem 4). Next, consider the tree ap-
proximation as outlined in Section 2.1.1 and construct an ultrametric tree T such that
KR1,C(µ̂t,s, µ) ≤ KRdT ,C

(
µ̂Lt,s, µ

L
)
. Applying Lemma 1 for p = 1 where by definition the

difference of height function is equal to

hq,L(j − 1)− hq,L(j) =
diam(X )

q − 1

(
q2−j − q1−j) = diam(X )q1−j

and yields the upper bound

E [KR1,C(µ̂t,s, µ)] ≤ E
[
KRdT ,C

(
µ̂Lt,s, µ

L
)]

=



(
C
2 − hq,L(0)

)
E [|M(µ̂t,s)−M(µ)|]

+diam(X )
L+1∑
j=1

q1−j ∑
x∈Qj

E
[∣∣µ̂Lt,s(C(x))− µL(C(x))

∣∣] , if C ≥ 2hq,L(0)

diam(X )
L+1∑
j=l

q1−j ∑
x′∈Qj

E
[∣∣µ̂Lt,s(C(x′))− µL(C(x′))

∣∣] , if 2hq,L(l) ≤ C < 2hq,L(l − 1),

Cp

2 E [TV(µ̂t,s, µ)] , if C ≤
(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
.
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For the estimator from (8) with Bx ∼ Ber(s) and Px ∼ Poi(tµ(x)) for all x ∈ X , it holds∑
x∈Ql

E
[∣∣µ̂Lt,s(C(x))− µL(C(x))

∣∣]

=
∑
x∈Ql

1

st
E

∣∣∣∣∣∣
∑
y∈C(x)

PyBy − st
∑
y∈C(x)

µ(y)

∣∣∣∣∣∣


≤
∑
x∈Ql

1

st

√√√√√Var

 ∑
y∈C(x)

PyBy

 =
∑
x∈Ql

1

st

√ ∑
y∈C(x)

Var(PyBy)

=
∑
x∈Ql

1

st

√ ∑
y∈C(x)

s(1− s)tµ(y) + s(1− s)µ(y)2 + tµ(y)s2

=
∑
x∈Ql

√√√√1− s
st

∑
y∈C(x)

µ(y) +
1− s
s

∑
y∈C(x)

µ(y)2 +
1

t

∑
y∈C(x)

µ(y)

=
∑
x∈Ql

√√√√ 1

st
µ (C(x)) +

1− s
s

∑
y∈C(x)

µ(y)2

≤
√
|Ql|

√√√√ 1

st

∑
x∈Ql

µ(C(x)) +
1− s
s

∑
x∈Ql

∑
y∈C(x)

µ(y)2

=
√
|Ql|

√
1

st
M(µ) +

1− s
s

∑
x∈X

µ(x)2

Following an analogous computation one bounds the estimation error for the total mass
intensity as

E [|M(µ̂t,s)−M(µ)|] ≤
√

Var(M(µ̂t,s)) ≤
√

1

st
M(µ) +

1− s
s

∑
x∈X

µ(x)2. (31)

Applying both of these bounds to the previous upper bound on the (p, C)-KRD in Lemma 1
yields the claim.
For p > 1, we first observe again that if C ≤ minx 6=x′ d(x, x′) then according to (Heinemann
et al., 2023, Theorem 2.2) it holds that

E
[
KRp

p,C(µ̂t,s, µ)
]

=
Cp

2
E [TV(µ̂t,s, µ)]

which yields the total variation bounds. For more general C, we repeat the previous calcu-
lations with the upper bounds on the difference of height function hq,L(j− 1)p−hq,L(j)p ≤
diam(X )p

(
q
q−1

)p
qp−jp. Since hq,L(L+ 1) = 0 we also have

hq,L(L)p − hq,L(L+ 1)p = diam(X )pq−Lp.
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The expectations are bounded identically as before. Finally, using Jensen’s inequality,

E [KRp,C(µ, µ̂t,s)] ≤
(
E
[
KRp

p,C(µ, µ̂t,s)
]) 1

p
,

finishes the proof.

Remark 35 Omitting Jensen’s inequality in the last step of the proof of Theorem 5 implies
the slightly stronger result

E
[
KRp

p,C (µ̂t,s, µ)
]
≤ EPoi

p,X ,µ(C, q, L)



(
2(1− s)M(µ) + s√

t

∑
x∈X

√
µ(x)

)
,

if C ≤
(
2hq,L(L) ∨minx 6=x′ d(x, x′)

)
,

(
1
stM(µ) + 1−s

s

∑
x∈X µ(x)2

) 1
2 ,

else.

D.3 Proof of Stability Bound for Balanced Optimal Transport Plan

Proof [Proof of Theorem 14] The proof is divided into several steps. In the first step we cast
the optimal transport problem as an appropriate linear program for which we can utilize
the Lipschitz stability bound by Li (1994). In the second step we analyze the optimization
problem which underlies the definition of respective Lipschitz constant. Finally, in the third
step we quantify the Lipschitz constant.

Step 1. Reduction to linear program. The collection of OT plans P̃∗c(µ, ν) for measures µ
and ν for cost function c can be interpreted as the solution of the linear program

min
π∈M+(X×X )

∑
x,x′∈X

c(x, x′)π(x, x′) subject to


π(x, x′) ≥ 0 for all x, x′ ∈ X ,∑

x′∈X π(x, x′) = µ(x) for all x ∈ X ,∑
x∈X π(x, x′) = ν(x′) for all x′ ∈ X .

(32)

According to (Luenberger et al., 1984, Theorem, p. 148), one of the summation constraints is
redundant and by dropping one of them all remaining one are become linearly independent.
We drop the constraint for ν(x|X |) and the description of the feasible set reduces to

π(x, x′) ≥ 0 for all x, x′ ∈ X ,∑
x′∈X π(x, x′) = µ(x) for all x ∈ X ,∑
x∈X π(x, x′) = ν(x′) for all x′ ∈ X\{x|X |}.

Following the notation of Li (1994), by enumerating the elements of X as x1, . . . , x|X |, we
identify π as a vector in Rn with n = |X |2 with entries πi+|X |(j−1) = π(xi, xj) and the

marginal measures µ, ν as a vector in R|X | with entries µi = µ(xi) and νi = ν(xi). The
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constraints of the optimization problem (32) can be rewritten as Aπ ≤ b and Cπ = d for
suitable matrices A ∈ Rn×n and C ∈ Rk×n vectors b ∈ Rn and d ∈ Rk with k = 2|X | − 1.
Herein, the matrix A and the vector b are given by

A = −In and b = 0.

whereas the matrix C and the vector d are given by

C =


I|X | I|X | · · · I|X | I|X |
1|X | 0 · · · 0 0

0 1|X | · · · 0 0
...

...
. . .

...
...

0 0 · · · 1|X | 0

 and d = d(µ, ν) =



µ(x1)
...

µ(x|X |)

ν(x1)
...

ν(x|X |−1)


.

The objective function in (32) can be written as cTπ with c ∈ Rn and ci+|X |(j−1) = c(xi, xj).

With this notation, the collection of OT plans P̃∗c is characterized as the solutions of the
linear program

min
π∈Rn

cTπ subject to Aπ ≤ b and Cπ = d.

Invoking Theorems 2.5 and 3.3 of Li (1994) then yields the stability estimate

HTV

(
P̃∗p,C(µ1, ν1), P̃∗p,C(µ2, ν2)

)
≤ γ‖d(µ1, ν1)− d2(µ2, ν2)‖

= γ
(
TV(µ1, µ2) + TV(ν1, ν2)

)
,

where γ = γ(A,C) > 0 is defined as

γ = sup
(p,u,v)∈R|X|2×R|X|×R|X|−1

‖(p, u, v)‖∞

subject to


‖AT p+ CT (uT , vT )T ‖∞ ≤ 1, and the rows of A

corresponding to non-zero entries of p

and the rows of C are linearly independent.

Hence, the assertion follows once we show that γ ≤ 4|X |.

Step 2. Analysis of optimization problem for definition of Lipschitz constant. To show the
bound, note for (p, u, v) ∈ R|X |2 ×R|X |×R|X |−1 that (AT p+CT (uT , vT )T ) ∈ Rn has entries

(AT p+ CT (uT , vT )T )i+|X |(j−1) =

{
−pi+|X |(j−1) + ui + vj , if j < |X |,
−pi+|X |(j−1) + ui, if j = |X |

for i, j ∈ |X |.

To guarantee the constraint in the definition of γ, consider some slack variable z ∈ Rn with
‖z‖∞ ≤ 1 and suppose that

(AT p+ CT (uT , vT )T )i+|X |(j−1) = zi+|X |(j−1) for i, j ∈ {1, . . . , |X |}. (33)
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As is, this system of equation is underdetermined, but by imposing that some entries of p
are equal to zero such that the corresponding rows of A and the rows of C are independent,
the system either becomes uniquely solvable or unsolvable. The latter case can be ignored,
as it does not contribute to the constraint set in the definition of γ.

Since the matrix A has rank n = |X |2 while C has rank k = 2|X |−1, it follows that exactly
k entries of p need to be set equal to zero for (33) to admit a unique solution.

For k such zero-entries (i, j) of p it follows that (33) reduces to

zi+|X |(j−1) = CT (uT , vT )Ti+|X |(j−1) =

{
ui + vj , if j < |X |,
ui, if j = |X |.

(34)

Now, given a pair of solutions for (34), we can recover the remaining entries of p via

pi+|X |(j−1) = −zi+|X |(j−1) +

{
ui + vj , if j < |X |,
ui, if j = |X |

. (35)

Hence, for there to be a unique solution (p, u, v) of (33), it is necessary that u and v are
uniquely determined by (34). This can only happen if at least one entry pi∗+|X |(|X |−1)

for i∗ ∈ {1, . . . , |X |} (i.e., for j = |X |) is equal to zero, since otherwise given a solution
(u, v) ∈ Rk we could construct an alternative solution via (u+ δ1k, v− δ1k) ∈ Rk for δ > 0.

Step 3. Derivation of upper bound for Lipschitz constant With the previous insight, we infer
from (34) that for every i ∈ {1, . . . , |X |} for which pi+|X |(|X |−1) = 0 that

ui = zi+|X |(|X |−1) ∈ [−1, 1].

Moreover, for some j ∈ {1, . . . , |X | − 1} such that pi+|X |(j−1) = 0 it follows that

vj = zi+|X |(|X |−1) − ui ∈ [−2, 2].

Since the system of equations (34) admits a unique solution, it follows that every entry ui
and vj can be obtained by chain of equations. Since there are in total 2|X |−1 equations and
from each equation the bound in absolute value for ui or vj increases by |zi+|X |(j−1)| ≤ 1,
it follows altogether that

‖(uT , vT )T ‖∞ ≤ 2|X | − 1 ≤ 4|X |.

Based on these insights, we infer from (33) for all non-zero entries of p via (35) that

|pi+|X |(j−1)| ≤ 4|X| − 2 + 1 ≤ 4|X |.

This finally confirms the desired bound for γ and proves the claim.
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D.4 Proof of Statistical Deviation Bound for Empirical Unbalanced Optimal
Transport Plans

Lemma 36 (Relation between restricted and unrestricted UOT plans) Let (X , d)
be a finite space, µ, ν ∈ M+(X ). Then, for p ≥ 1 and C ≥ 0 the sets P

∗
p,C(µ, ν) defined in

(20) and P∗p,C(µ, ν) defined in (21) are related as follows.

1. It holds that P∗p,C(µ, ν) ⊆ P
∗
p,C(µ, ν), i.e., the set P∗p,C(µ, ν) consists of unbalanced

optimal transport plans.

2. Every unbalanced optimal transport plan π ∈ P
∗
p,C(µ, ν) can be represented as the

sum of a restricted transport plan P∗p,C(µ, ν) and a non-negative measure supported
on {(x, x′) ∈ X × X | d(x, x′) = C}.

3. Every sub-coupling π ∈ Π≤(µ, ν) which is the sum of a restricted transport plan
P∗p,C(µ, ν) and a non-negative measure supported on {(x, x′) ∈ X × X | d(x, x′) = C}
is also an unbalanced optimal transport plan, i.e., π ∈ P

∗
p,C(µ, ν).

Proof For the first claim consider π ∈ P∗p,C(µ, ν) and let π ∈ P
∗
p,C(µ, ν) be such that

π = π|D(C). Then it follows that

∑
x,x′∈X

dp(x, x′)π(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
dp(x, x′)π(x, x′) + CpM(π − π) + Cp

(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
dp(x, x′)π(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π)

)
= KRp,C(µ, ν),

where the last equality follows from the fact that π ∈ P
∗
p,C(µ, ν). Hence, π is an UOT plan,

which shows the first assertion.

For the second claim, we prove that every UOT plan π ∈ P
∗
p,C(µ, ν) assigns no mass to

the set E(C) := {(x, x′) ∈ X × X | d(x, x′) > C}. To this end, consider the decomposition
π = π|E(C) + π|E(C)c . Then,

KRp,C(µ, ν) =
∑

x,x′∈X
dp(x, x′)π(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π)

)

≥
∑

(x,x′)∈E(C)

dp(x, x′)π(x, x′) + CpM(π|E(C)c) + Cp
(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
dp(x, x′)π|E(C)(x, x

′) + Cp
(
M(µ) + M(ν)

2
−M(π|E(C))

)
≥ KRp,C(µ, ν).

This implies that π|E(C)c = 0, which shows the second assertion.
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Finally, for the third claim, consider π ∈ P
∗
p,C(µ, ν) and π̃ ∈M+(X ) which is supported on

{(x, x′) ∈ X × X | d(x, x′) = C}, and assume that π := π + π̃ ∈ Π≤(µ, ν). Then,

KRp,C(µ, ν) ≤
∑

x,x′∈X
dp(x, x′)π(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
dp(x, x′)π(x, x′) + Cpπ̃(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π)−M(π̃)

)

=
∑

x,x′∈X
dp(x, x′)π(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π)

)
= KRp,C(µ, ν),

which asserts optimality of π.

Lemma 37 Let (X , d) be a finite metric space and let p ≥ 1 and C ≥ 0. Then, the following
assertions hold.

1. For every pair of measures µ, ν ∈ M+(X ) and their augmented counterparts µ̃, ν̃ ∈
MB

+(X̃ ) = {µ ∈M+(X ) |M(µ) ≤ B} for B = max(M(µ),M(ν)) it holds that

P∗p,C(µ, ν) =
{
π̃ · 1(· ∈ D(C))

∣∣∣ π̃ ∈ P̃∗p,C(µ̃, ν̃)
}
. (36)

2. For every two pairs of measures µ1, ν1, µ2, ν2 ∈M+(X ) and corresponding augmented
measures µ̃i, ν̃i ∈MBi

+ (X̃ ) for Bi = max(M(µi),M(νi)) and i ∈ {1, 2} it holds that

HTV

(
P∗p,C(µ1, ν1),P∗p,C(µ2, ν2)

)
≤ HTV

(
P̃∗p,C(µ̃1, ν̃1), P̃∗p,C(µ̃2, ν̃2)

)
.

Proof For the first assertion assume without loss of generality that M(µ) ≥ M(ν) which
implies µ̃ = µ. Further, throughout the proof we will make use of the following equality
which has been shown by Heinemann et al. (2023, p. 17) and is discussed in Appendix C of
this manuscript,

KRp
p,C(µ, ν) = UOTdp∧Cp,C(µ, ν) = ÕT

d̃pC
(µ̃, ν̃). (37)

To show that the right-hand side of (36) is included in the left-hand side, let π̃ ∈ P̃∗p,C(µ̃, ν̃)

and define π := π̃ · 1(· ∈ D(C)) and π∗ := π̃ · 1(· ∈ X × X ). Note that π̃({d} × X̃ ) =
µ̃({d}) = 0. As a result, by the marginal constraints on π̃, π̃(X̃ × X ) = ν̃(X ) = ν(X ), it
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follows that M(π∗) = M(ν). From this it is evident that

∑
x,x′∈X

dp(x, x′)π(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
dp(x, x′)π(x, x′) + CpM(π∗ − π) + Cp

(
M(µ) + M(ν)

2
−M(π∗)

)
=

∑
x,x′∈X

d̃pC(x, x′)π∗(x, x′) +
Cp

2
(M(µ)−M(ν))

=
∑

x,x′∈X
d̃pC(x, x′)π̃(x, x′) +

∑
x∈X

d̃pC(x, d)π̃(x, d)

=
∑

x,x′∈X̃

d̃pC(x, x′)π̃(x, x′) = ÕT
d̃pC

(µ̃, ν̃) = KRp
p,C(µ, ν),

where the equality third to last is a consequence of π̃(d × X̃ ) = µ̃(d) = 0, the second to
last equality follows by optimality of π̃, and the final equality is a consequence of (37). In
conjunction with Lemma 36 this asserts that π ∈ P∗p,C(µ, ν).

Conversely, to show that the left-hand side of (36) is contained in the right-hand side, let
π ∈ P∗p,C(µ, ν). Further, define the measure π̌ ∈M+(X × X ) for x, x′ ∈ X by

π̌(x, x′) :=

{
0, , if M(ν) = M(π),
µ(x)−π(x,X )
M(µ)−M(π) (ν(x′)− π(X , x′)) , if M(ν) >M(π),

and further set π∗ := π + π̌. Then, it follows that π∗ ∈ Π≤(µ, ν) and M(π∗) = M(ν).
Further, from optimality of π we infer that

KRp
p,C(µ, ν) =

∑
x,x′∈X

dp(x, x′)π(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π)

)

=
∑

x,x′∈X
(dp(x, x′) ∧ Cp)π(x, x′) + CpM(π̌) + Cp

(
M(µ) + M(ν)

2
−M(π + π̌)

)

≥
∑

x,x′∈X
(dp(x, x′) ∧ Cp)π∗(x, x′) + Cp

(
M(µ) + M(ν)

2
−M(π∗)

)
≥ UOTdp∧Cp,C(µ, ν) = KRp

p,C(µ, ν), (38)

where the last equality follows (37) and thus asserts that all inequalities are qualities. This
implies that π̌ is concentrated on {(x, x′) ∈ X × X | d(x, x′) ≥ C} and, thus, π∗ · 1(· ∈
D(C)) = π. Next, define π̃ := π∗+

∑
x∈X δ(x,d) (µ(x)− π∗(x,X )) which fulfills π̃ ∈ Π=(µ̃, ν̃)

and π̃ · 1(· ∈ D(C)) = π. In particular, from the above derivation in (38) we infer from
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M(π∗) = M(ν), M(π̃) = M(µ̃) = M(µ) and since π̃(d, X̃ ) = µ̃(d) = 0 that

KRp
p,C(µ, ν) =

∑
x,x′∈X

(dp(x, x′) ∧ Cp)π∗(x, x′) + Cp
(
M(µ) + M(ν)

2
−M(π∗)

)
=

∑
x,x′∈X

(dp(x, x′) ∧ Cp)π∗(x, x′) +
Cp

2
(M(µ)−M(ν))

=
∑

x,x′∈X ′
d̃pC(x, x′)π∗(x, x′) ≥ ÕT

d̃pC
(µ̃, ν̃) = KRp

p,C(µ, ν).

Here, the final equality is a consequence of (37), and altogether confirms that π̃ ∈ P̃∗p,C(µ̃, ν̃).
This concludes the proof of the first assertion.

For the proof of the second assertion note from the considerations above that for every
pair of UOT plans πi ∈ P∗(µi, νi) with i ∈ {1, 2}, every pair of corresponding OT plans
π̃i ∈ P̃∗(µi, νi) with π̃i · 1(· ∈ D(C)) = πi fulfills the inequality

TV(π1, π2) ≤ TV(π̃1, π̃2).

Based on this, the claim follows from the definition of the Hausdorff distance induced by
the total variation norm.

Proof [Proof of Theorem 11] For the proof we again rely on the lift to optimal transport as
detailed in Appendix C. To this end, consider the augmented space X̃ = X ∪ {d} for some
dummy element d, let B be a majorant for the masses of the measures µ1, µ2, ν1, ν2, and
define for i ∈ {1, 2} the augmented measures

µ̃i := µi + δd(max(M(µi),M(νi))−M(µi)) and

ν̃i := νi + δd(max(M(µi),M(νi))−M(νi)).

Then, upon denoting the collection of OT plans between µ̃i and ν̃i with respect to the cost
function d̃pC by P̃∗p,C(µ̃i, ν̃i), it follows by Lemma 37 and Theorem 14 that

HTV

(
P∗p,C(µ1, ν1),P∗p,C(µ2, ν2)

)
≤HTV

(
P̃∗p,C(µ̃1, ν̃1), P̃∗p,C(µ̃2, ν̃2)

)
≤ 4 |X̃ |

(
TV(µ̃1, µ̃2) + TV(ν̃1, ν̃2)

)
.

The assertion now follows by |X̃ | = |X |+ 1 and the subsequent Lemma 38.

Lemma 38 Let µi, νi ∈ M+(X ) for i ∈ {1, 2} be two non-negative measures and consider
their augmented measures µ̃i, ν̃i ∈MB

+(X̃ ) to X̃ for B = max(M(µi),M(νi)), then

TV(µ̃1, µ̃2) + TV(ν̃1, ν̃2)

≤ TV(µ1, µ2) + TV(ν1, ν2) + |M(µ1)−M(µ2)|+ |M(ν1)−M(ν2)|
≤ 2

(
TV(µ1, µ2) + TV(ν1, ν2)

)
.
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Proof We first observe that

TV(µ̃1, µ̃2) + TV(ν̃1, ν̃2)

=

(∑
x∈X
|µ1(x)− µ2(x)|+ |ν1(x)− ν2(x)|

)
+ |µ̃1(d)− µ̃2(d)|+ |ν̃1(d)− ν̃2(d)|

= TV(µ1, µ2) + TV(ν1, ν2) + |µ̃1(d)− µ̃2(d)|+ |ν̃1(d)− ν̃2(d)|.

Now if M(µ1) ≥M(ν1) and M(µ2) ≥M(ν2), then

|µ̃1(d)− µ̃2(d)|+ |ν̃1(d)− ν̃2(d)| = |M(µ1)−M(ν1)−M(µ2) + M(ν2)|
≤ |M(µ1)−M(µ2)|+ |M(ν1)−M(ν2)|,

whereas if M(µ1) ≥M(ν1) and M(µ2) <M(ν2), then

|µ̃1(d)− µ̃2(d)|+ |ν̃1(d)− ν̃2(d)| = |M(ν1)−M(µ1)|+ |M(µ2)−M(ν2)|
= M(ν1)−M(µ1) + M(µ2)−M(ν2)

≤ |M(µ1)−M(µ2)|+ |M(ν1)−M(ν2)|.

The remaining two cases can be treated analogously, asserting the first inequality of the
claim. For the second inequality it suffices to note that the total variation norm provides
an upper bound on the mass difference of measures

D.5 Proof of Statistical Deviation Bound for Empirical (p,C)-Barycenters

Proof [Proof of Theorem 16, Theorem 26 and Theorem 33] Let µ̂1, . . . , µ̂J be any of the
three estimators from (6), (7) or (8). Further, for each 1 ≤ i ≤ J let E1,Xi,µi(C) be the
corresponding constant in Theorem 5, Theorem 22 or Theorem 30 for µi, respectively.

Let θi denote the respective sampling parameter dependencies N
−1/2
i , φ(ti, si) or ψ(sXi),

respectively. Involving the augmentation argument, due to the construction of the lifted
problem, it holds for any µ1, µ2, µ3 ∈M+(Y) that

|KRp
p,C(µ1, µ3)−KRp

p,C(µ2, µ3)| = |ÕT
p

p(µ̃
1, µ̃3)− ÕT

p

p(µ̃
2, µ̃3)|

≤ diam(Ỹ)p−1p ÕT1(µ̃1, µ̃2)

= Cp−1pKR1,C(µ1, µ2),

where the inequality follows from Sommerfeld and Munk (2018). Taking expectation and
applying the previous display together with Theorem 5 yields

E
[
|Fp,C(µ)− F̂p,C(µ)|

]
≤ 1

J

J∑
i=1

E
[
|KRp

p,C(µi, µ)−KRp
p,C(µ̂i, µ)|

]
≤ pCp−1 1

J

J∑
i=1

E
[
KR1,C(µi, µ̂i)

]
≤ pCp−1 1

J

J∑
i=1

E1,Xi,µi(C)θi.
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Let µ? and µ̂? be minimizers of their respective p-Fréchet functional Fp,C and F̂p,C . Then,
it follows that

E[|Fp,C(µ̂?)− Fp,C(µ?)|] = E
[
Fp,C(µ̂?)− F̂p,C(µ?) + F̂p,C(µ?)− Fp,C(µ?)

]
≤ E

[
Fp,C(µ̂?)− F̂p,C(µ?)

]
+ E

[
F̂p,C(µ?)− Fp,C(µ?)

]
≤ E

[
Fp,C(µ̂?)− F̂p,C(µ?)

]
+ pCp−1 1

J

J∑
i=1

E1,Xi,µi(C)θi

≤ E
[
Fp,C(µ̂?)− F̂p,C(µ̂?)

]
+ pCp−1 1

J

J∑
i=1

E1,Xi,µi(C)θi

≤ pCp−1 2

J

J∑
i=1

E1,Xi,µi(C)θi,

where the fourth inequality follows from µ̂∗ being a minimizer of F̂p,C .

Proof [Proof of Theorem 17, Theorem 27 and Theorem 34] Let µ̂1, . . . , µ̂J , E1,Xi,µi(C) and
θi for all i = 1, . . . , J as in the previous proof. Let B be the set of (p, C)-barycenters of the
measures µ1, . . . , µJ and define B̃ as the set of OTp-barycenters of the augmented measures

µ̃1, . . . , µ̃J . Similar, we denote B̂ the set of (p, C)-barycenters of the estimated measures

µ̂1, . . . , µ̂J and let
̂̃
B be the set of p-barycenters of their augmented versions. Define the lift

of a measure µ ∈M+(Y) to a measure µ̃ ∈M(Ỹ) by

φµ1,...,µJ (µ) = µ+

(
J∑
i=1

M(µi)−M(µ)

)
δd.

If µ ∈ B then it follows by (Heinemann et al., 2023, Lemma 3.3) that φµ1,...,µJ (µ) ∈
B̃. Conversely, for any µ̃ ∈ B̃ it holds that φ−1

µ1,...,µJ
(µ̃) ∈ B. We denote by φ(B) :=

{φµ1,...,µJ (µ)|µ ∈ B} and analogously φ−1
(
B̃
)

:= {φ−1
µ1,...,µJ

(µ̃)|µ̃ ∈ B̃}. With this we have

E

[
sup
µ̂∈B̂

inf
µ∈B

KRp
p,C(µ, µ̂)

]
= E

[
sup

µ̂∈φ−1

( ̂̃
B

) inf

µ∈φ−1

(
B̃

)KRp
p,C(µ, µ̂)

]
(39)

= E
[

sup

µ̂∈φ−1

( ̂̃
B

) inf

µ∈φ−1

(
B̃

) ÕT
p

p(φ(µ), φ(µ̂))

]
(40)

= E
[

sup

µ̂∈ ̂̃B inf
µ∈B̃

ÕT
p

p(µ̃,
̂̃µ)

]
.

We continue by recalling a slightly adapted version of Lemma 3.8 in Heinemann et al.
(2022). Since we only apply this lemma to the augmented balanced OT problem, the proof
remains unchanged and is therefore omitted.
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Lemma 39 Let F̃p,C be the augmented Fréchet functional corresponding to µ̃1, . . . , µ̃N ∈
M+(Ỹ). Then, for any µ̃ ∈ M+(CKR(J, p, C) ∪ {d}) with M(µ̃) =

∑J
i=1 M(µi) there exists

a µ̃∗ ∈ argminν̃F̃p,C(ν̃) such that

F̃p,C(µ̃)− F̃p,C(µ̃∗) ≥ 2VP ÕT
p

p(µ̃, µ̃
∗),

where VP is the constant from Theorem 17.

Invoking Lemma 39 with µ̂ ∈ ̂̃B and applying Theorem 16 yields

2p

J

J∑
i=1

E1,Xi,µi(C)Cp−1θ ≥ E
[
Fp,C(̂̃µ)− Fp,C(µ̃)

]

≥ E

2Vp sup̂̃µ∈ ̂̃B inf
µ̃∈B̃

ÕT
p

p

(
µ̃, ̂̃µ)

 = E

[
2Vp sup

µ̂∈B̂
inf
µ∈B

KRp
p,C (µ, µ̂)

]
,

where the equality follows from (39) and hence

p
J

∑J
i=1 E1,Xi,µi(C) Cp−1

VP
θ ≥ E

[
sup
µ̂∈B̂

inf
µ∈B

KRp
p,C (µ, µ̂)

]
.

Appendix E. Additional Simulations

In this appendix we display additional simulations which showcase the relative error in
estimating the (2, C)-KRD and the (2, C)-KR barycenter for the Poisson model as well as
for the multinomial and Bernoulli model.

E.1 Additional Synthetic Datasets

This subsection introduces four additional classes of measures SPI, SPIC, and NI, NIG.
The first two are qualitatively similar to the classes NE and NEC, the latter two resemble
weighted modifications of the classes PI and PIC.

Spirals of varying Length (SPI), Figure 17 (a)

Let ai ∼ U [2, 4] and bi ∼ U [3, 6] for i = 1, . . . , J . Let Ki = dbiMe and let t1, . . . , tK be a
discretization of [0, bπ]. Set wik = 1 for k = 1, . . . ,Ki and i = 1, . . . , J . Set

lik = ai((tk sin(tk) + 64)/140, (tk cos(tk) + 70)/130)T .
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Clustered Spirals (SPIC), see Figure 17 (b)

Let aci ∼ U [2, 4] and bci ∼ U [3, 6] for i = 1, . . . , J , c = 1, . . . , 5. Let Kc
i = dbciMe and let

t1, . . . , tK be a discretization of [0, bπ]. Set wik = 1 for k = 1, . . . ,Ki and i = 1, . . . , J and
let α = (0, 3, 3, 6, 3)T and β = (3, 0, 3, 3, 6)T . Set

li∑c−1
r=1K

r
i +k

= (1/7)(((aci tk sin(tk) + 64)/140) + αc, (a
c
i tk cos(tk) + 70)/130 + βc)

T ,

where we use the convention that a sum is zero if its last index is smaller than its first one.

(a) (b)

Figure 17: (a) An example of J = 8 measures from the SPI dataset with M = 110. (b)
An example of J = 8 measures from the SPIC dataset with M = 22.

Norm-based Intensities on Uniform Positions (NI), see Figure 18 (a)

Fix J locations l10, . . . , l
J
0 ∈ [0, 1]2. Let li1, . . . , l

i
K ∼ U [0, 1]2 and let wik = ‖lik − li0‖2 for

1 ≤ i ≤ J .

Norm-based Intensities on a Grid (NIG), see Figure 18 (b)

Let K = M2 for M ∈ N. Fix J locations l10, . . . , l
J
0 ∈ [0, 1]2 and let li1, . . . , l

i
M2 be the points

of an equidistant M×M grid in [0, 1]2 for each 1 ≤ i ≤ J . Set wik = ‖lik− li0‖2 for 1 ≤ i ≤ J .

(a) (b)

Figure 18: (a) An example of J = 8 measures from the NI dataset with M = 500. (b) An
example of J = 8 measures from the NIG dataset with M = 232.
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E.2 Simulations for the Poisson Model

This section details the simulation results for the additional classes of measures SPI, SPIC,
NI, and NIG. Figures 19 – 22 display the relative error of the empirical KRD in estimating
the population KRD across several choices for C ∈ {0.01, 0.1, 1, 10}. Moreover, Figures 23
– 26 detail the relative Fréchet error in estimating the (2, C)-KR barycenter for the choices
C ∈ {0.1, 1, 10}.

Structurally, the simulation results and corresponding conclusions for the SPI and SPIC
classes are similar to those for the respective NE and NEC classes. Likewise, the insights
about the NI and NIG classes are closely tied to those of the PI and PIG classes, respectively.

Figure 19: As in Figure 10, but for the SPI class and M = 65.

Figure 20: As in Figure 10, but for the SPIC class and M = 12.

59



Hundrieser, Heinemann, Klatt, Struleva, and Munk

Figure 21: As in Figure 10, but for the NI class and M = 300.

Figure 22: As in Figure 10, but for the NIG class and M = 17.

Figure 23: As in Figure 15, but for the SPI class and M = 65.
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Figure 24: As in Figure 15, but for the SPIC class and M = 12.

Figure 25: As in Figure 15, but for the NI class and M = 300.

Figure 26: As in Figure 15, but for the NIG class and M = 17.

E.3 Simulations for Multinomial Model

In this subsection, we repeat the simulations from Section 6 and Appendix E.2 for the
multinomial model. We observe that with increasing sample size N , the statistical error
mostly decreases with rate N−1/2 which is what our theory in Appendix A asserts. For the
(p, C)-KRD the results (in Figure 27) slightly differ from the results in the Poisson model.
Notably, for increasing C, the error is decreasing. This is explained by the fact that in the
multinomial scheme, we do not have to estimate the total intensities of the measures, and it
is precisely this estimation error that drives the error for increasing C in the Poisson model.
Similarly to the Poisson scheme, we observe a decrease in error for the measure classes with
clustered support structures when C surpasses the distance between two individual clusters.
For the (p, C)-barycenters under the multinomial sampling model (in Figure 28) there is an
initial increase in error for small sample sizes. Specifically, this occurs for C = 0.1 and the
NEC and SPIC classes. This value of C is below the cluster size. This effect is most likely
for these measure classes. For increasing C there is a significant reduction in estimation
error. In particular, for some classes the error reduces by two orders of magnitude going
from C = 0.1 to C = 10. Since the total mass intensities of the individual measures do
not need to be estimated in this sampling model, we already observe a decrease in error
for increasing C for the (p, C)-KRD and naturally there is a similar effect for the Fréchet
functional.
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Figure 27: Log-log-plots of expected relative (2, C)-KRD error for two measures in the
multinomial model for the classes in Section 6. For each sampling size N the expectation
is estimated from 1000 independent runs. For each class the parameters are set, such that
the measures have on average 300 support points. From top-left to bottom-right we have
C = 0.01, 0.1, 1, 10, respectively.

Figure 28: Log-log-plots of expected relative Fréchet error for the (2, C)-barycenter for
J = 5 measures from the PI class for the multinomial model with different sample sizes
N . For each sample size the expectation is estimated from 100 independent runs. For each
class the parameters are set, such that the measures have on average 300 support points.
From left to right we have C = 0.1, 1, 10, respectively.
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E.4 Simulations for Bernoulli Model

To construct a reasonable framework for the simulations in the Bernoulli model, define for
s0 ∈ R+,

sx =
s0

‖x− (0.5, 0.5)T ‖2 + s0
.

Intuitively, the success probability at a given point x is larger, if x is closer to the center
of [0, 1]2 and smaller if it is further away from the center. Further, for s0 →∞ the success
probability at each location converges to one. For the simulations, we now consider the error
as a function of s0. Note, that in this simulation study only the classes of measures with
mass one at each support point are considered in accordance with the Bernoulli model in (7).
One notable observation for the empirical (p, C)-KRD (in Figure 29) is that the error of the
SPIC class is significantly higher than for the NEC class, even though they share the same
cluster locations. This can be explained by the fact that, by construction, the measures in
the NEC class have a higher proportion of their mass in their central clusters, which is close
to (0.5, 0.5)T and thus has a high probability of being observed. This effect also carries
over to the (p, C)-barycenter (in Figure 30). In general, for the (p, C)-KRD the error in
this model is increasing in C (which is again explained by the estimation error for the true
total mass intensity). However, the effect is less pronounced than in the Poisson model. For
the clustered data types a small decrease of error for increasing C over the cluster size can
again be noted. Though, also this effect is less significant than in the other models. For
the (p, C)-barycenter a decrease in error in C can be observed which is consistent with the
previous results for the Poisson model and again explained by the increased stability of the
total mass intensity of the barycenter compared to the individual ones.

Figure 29: Log-log-plots of expected relative (2, C)-KRD error in terms of success proba-
bility s0 for two measures in the Bernoulli Model for the NE, NEC, SPI, and SPIC classes
from Section 6 and Appendix E.1. For each success probability s0 the expectation is esti-
mated from 1000 independent runs. The parameters are chosen such that the population
measures have on average 300 support points. From top-left to bottom-right we have
C = 0.01, 0.1, 1, 10, respectively.
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Figure 30: Expected relative Fréchet error for the (2, C)-barycenter in terms of success
probability s0 for J = 5 measures in the Bernoulli Model for the NE, NEC, SPI, and SPIC
classes from Section 6 and Appendix E.1. For each success probability s0 the expectation
is estimated from 100 independent runs. The parameters are set such that the population
measures in all classes have on average 300 support points. From left to right we have
C = 0.1, 1, 10, respectively.
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L. Chizat, G. Peyré, B. Schmitzer, and F.-X. Vialard. Scaling algorithms for unbalanced
optimal transport problems. Mathematics of Computation, 87(314):2563–2609, 2018a.
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